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 Breast cancer is the one common cause of death in both developed worlds 

and the most death-causing disease diagnosed among women. Early 

recognition of this condition can help to minimize death rates. The breast 

problem statement, in brief, is not reliable for accuracy recognition. They 

have a high degree of classification accuracy as well as diagnostic 

capabilities. The most common classifications are normal, benign cancer, 

and malignant cancer. Machine learning (ML) techniques are now widely 

used in the classification of breast cancer. In this paper, some machine 

learning technics have been investigated to diagnose breast cancer (BC) on 

magnetic resonance imaging (MRI) images using multi-step processes. The 

first step has been to take the MRI image as an input image and have been 

pre-processing an image, then use feature extraction by using (scale-

invariant feature transform (SIFT), histogram of oriented gradient (HOG), 

local binary patterns (LBP), bag of words (BoW), and edge-oriented 

histogram (EOH)). Next step we implement the classifying algorithms 

(KNN, decision tree (DT), naïve Bayes, ANN, SVM, RF, AdaBoost), have 

been used to detect and classify the normal or breast cancer region for this 

purpose datasets like ACRIN-Contralateral-Breast-MRI, In and breast cancer 

MRI dataset) has been collected our breast cancer MRI images from Erbil 

and Sulaymaniyah hospital the results was 91.9%, the result of ACRIN was 

97% and the results Breast Cancer was 92.3%. 
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1. INTRODUCTION 

Breast cancer is the most common cancer among women around the world. Breast cancer is 

becoming more common, according to studies conducted in advanced countries. Breast cancer is more 

common in many Western nations than in poorer regions, according to researchers in Africa and Asia [1]. 

Although the causes of breast cancer are unknown, early detection is crucial for successful treatment and 

reduced mortality. Magnetic resonance imaging (MRI) technology has been frequently utilized for the 

screening and diagnosis of breast illnesses because of its low cost, mobility, noninvasiveness, and real-time 

imaging [2]. The problem of automated diagnosis of breast cancer till now, is not accurate enough to be used 

as a reliable way for next the steps of removing the dangerous area (tumor) to be not distributed in the human 

body [3].  

https://creativecommons.org/licenses/by-sa/4.0/
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Accurate breast cancer behavior prediction is critical because it supports clinicians in their decision-

making process, allowing for more customized therapy for patients and higher recovery possibilities [4]. The 

underlying characteristics that contribute to early breast cancer recurrence remain a top research concern for 

doctors and data scientists alike [5]. A range of machine learning algorithms and statistical techniques have 

improved breast cancer diagnosis and prediction in many research studies on cancer recurrence [4], [5]. These 

algorithms represented try two situations, the first was machine learning methods k-nearest neighbor (k-NN), 

and artificial neural network (ANN) [6], and the second is deep learning models like convolutional neural 

network (CNN), and recurrent neural networks (RNN) [7]. The contribution of our study is most crucial thing 

is to multi-check the authenticity and accuracy of these impacts because you'll always find something in 

countless sets of data, if you consider machine learning as a single concept, this is also one of the 

disadvantages. The goal of this research work is to investigate some machine learning algorithms to predict 

and diagnose breast cancer, using machine-learning algorithms, and find out which ones are the most 

effective based on the performance of each classifier in terms of confusion matrix, accuracy, precision, and 

sensitivity. The remainder of this work is arranged in the following manner. Section 2 introduces the 

methodology and findings of earlier breast cancer diagnosis studies. The recommended methodology for our 

research is described in Section 3. The experiment's results are presented and explained in depth in Section 4. 

Section 5 concludes the paper. 
 

 

2. RELATED WORK  
Many studies have applied machine learning (ML) approaches for breast cancer diagnosis to 

improve classification accuracy and speed, however, these studies have yet to produce a trustworthy system 

on which they can rely. Some of the earlier related efforts on breast cancer diagnosis by researchers 

employing various machine learning methodologies are addressed in this part. Machine learning algorithms 

are available for breast cancer prediction and diagnosis as shown in Table 1. 
 

 

Table 1. Comparison with the existing work for breast cancer diagnosis 
Authors Classifiers Accuracy (%) 

Omondiagbe et al.[6] Support Vector Machine 98.82% 
Aishwarja et al.[7] SVM, KNN, Naive Bayes, Random forest 98%, 97%, 97%, 96% 
Bharat et al.[8] naïve Bayes, J48, RBF networks 97.3%, 96.77%, 93.41% 
Shravya et al.[9] Support Vector Machine 92.7% 
Islam et al.[10] Support Vector Machine, K-Nearest Neighbors 98.57%, 97.14% 

Golagani et al.[11] Support Vector Machine 99.2% 
MurtiRawat et al.[12] K-Nearest Neighbors,  

Logistic Regression Ensemble Learning. 

98.60% 

97.90% 

 
 

3. EXISTING METHOD OF BREAST CANCER RECOGNITION 

3.1.  MRI and breast cancer  

Because resonances are the most appealing contrasting alternative for mammography, MRI is an 

intriguing approach. Furthermore, by identifying the stage of the disease, MRI can assist radiologists and 

other experts in deciding how to treat breast growth patients as shown in the Figure 1. Exceptionally effective 

in depicting a large number of breast surgeries or radiation treatments [13]. 

 

 

 
 

Figure 1. Breast cancer MRI image 

 

 

3.2.  Feature extraction 

Feature extraction is critical for accurate breast cancer MRI image classification. The feature of the 

images is compounded in the classification approach based on some specific rules. The fundamental goal of 

feature extraction is to condense the data while still retaining the majority of the important information. 

Different types of feature extraction techniques are listed next sub-section. 
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3.2.1. Scale-invariant feature transform (SIFT) 
David Lowe created scale-invariant feature transform, a method for extracting distinctive visual features 

consist from four stages. The first is the identification of the image's representative key point positions. The second 

step entails calculating picture descriptors, or features, that are positioned at crucial places. The third step is to 

assign orientations, and the fourth is to fine-tune the location of crucial points. As a result, the approach defines an 

image as a set of feature vectors that are not affected by image translation, scaling, or rotation. The extraction of 

SIFT is mainly characterized by two parameters: the peak threshold and the edge threshold [14].  
 

𝐹(𝑥/𝜇, 𝛼) =  
𝑒𝑥𝑝 {

𝑥−𝜇
𝛼 }

𝛼(1+𝑒𝑥𝑝{
𝑥−𝜇 

𝜎
}
 (1) 

 

𝐹(𝑥, ℎ) =
1

𝑛ℎ
∑ 𝐾{

𝑥−𝑥𝑖

ℎ
}𝑛

𝑖+1  (2) 

 

3.2.2. Histogram of oriented gradients (HOG) 

One of the most essential parameters in the detection of medical images is texture. It is critical for 

classification, detection, and segmentation based on intensity and colour in computer image analysis. The 

histogram of oriented gradient  was employed as a feature extraction tool in this study. The computer vision 

community has effectively used these properties for object detection and localization. The HOG technique is 

based on the notion that the histogram of local intensity gradients or edge directions in a dense grid may 

determine the bulk local appearance and shape [15]. 
 

3.2.3. Edge oriented histogram (EOH) 

The computation of edge-oriented histogram, which uses edge pixels around each feature point to 

generate descriptors, is the first step in the development of these histograms. EOH, on the other hand, is 

sensitive to fine textures. Short edges, for example, can be recovered from visible images, but the same 

features cannot be extracted from infrared images' comparable regions. The equation is used to find an edge 

[16], [17]. 
 

mi,j = √𝐺𝑥(𝑖, 𝑗)2 + 𝐺𝑦 (𝑖, 𝑗)2 (3) 
 

Gx = Sob1(IROI), G𝑦 = Sob1(IROI)  
 

3.2.4. Local binary patterns (LBP) 
Local binary patterns is a texture feature extraction method that is commonly utilized in recognition 

algorithms. The retrieved features can be used to classify breast cancer abnormalities in MRI images [18]. 

The LBP code for a pixel in a picture is calculated by comparing it to its neighbors. P (number of neighbors) 

and R (relative distance) are two user-defined parameters for LBP (radius of comparisons) Calculate the sign 

parameter for the neighborhood pixel using as calculated in (4) [19]. 
 

𝐿𝐵𝑃𝑃,𝑅 = ∑ 𝑆(𝑔𝑝 − 𝑔𝑐 )2𝑝 , 𝑆(𝑥) = {0,𝑥<0 
1,𝑥≥0𝑃−1

𝑃=0   (4) 
 

3.2.5. Bag of words (BoW) 

A k-means clustering technique was utilized to create dictionaries based on the training data in this 

method. These dictionaries are then used to determine BoW, which is the image's final representation. The 

Bag of words (BoW) feature coding approach is commonly used for medical and natural picture 

classification. To create the bag of words model, we must first create a visual vocabulary (a codebook) from 

the retrieved local descriptors by clustering them. Using K-means, the descriptor sets recovered from the 

training set are clustered into K-clusters [20], [21]. 
 

3.3. Machine learning (ML) algorithms 

The classification of malignant and benign tumor cells was done using machine learning methods in 

this study. The parametric examination of seven different machine learning algorithms is included in this 

research. The following is a brief summary of the methods used in this paper [22]. 
 

3.3.1. k-nearest neighbor (k-NN) 

The non-parametric lazy algorithm is k-nearest neighbor. The nearest neighbors are chosen based on 

the Euclidean distance between the x and y vectors as calculated in (5). The k-NN outcome varies depending 

on the value of K. A large value of K will result in class overlap, whereas a smaller value of K will result in 

faster computations [23]. 
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𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √∑ (𝑋𝑖 
𝑘
𝑖=1 − 𝑌𝑖 )

2 (5) 

 

3.3.2. Decision tree (DT) 

A decision tree is a model of decisions and their probable outcomes that looks like a tree. The 

fundamental algorithm of a DT is called iterative dichotomiser (ID3), which constructs the decision tree 

using the entropy or information gain of each attribute. The max-depth, min-samples-leaf, and max-leaf-

nodes parameters of a decision tree are employed here for tuning [24]. 

 

E(S) = ∑ −𝑃𝑖 
𝑐
𝑖=1 𝑙𝑜𝑔2 𝑃𝑖 (6) 

 

3.2.3. Random forests (RF) 

Overfitting difficulties in decision trees are solved with random forests. The random forests are 

collections of trees, with a majority vote deciding the outcome, as shown in Figure 2 [25], [26]; 

 

𝑀𝑆𝐸 =
1

𝑁
∑ −(𝑓𝑖 − 𝑦𝑖)2𝑁

𝑖=1  (7) 

 

where N is the number of data points, fi is the value returned by the model and (yi) is the actual value for the 

data point. 

 

3.2.4. Artificial neural network (ANN) 

An artificial neural network is a biologically driven computational mechanism used for a variety of 

tasks including pattern recognition, output prediction, clustering, and optimization. The ANN is a popular 

model of neural networks that offers various advantages, one hidden layer and an output layer as shown in 

Figure 3 [27]. 

 

𝑍 = 𝐵𝑖𝑎𝑠 + 𝑊1𝑋1 + 𝑊2𝑋2 +  … +  𝑊𝑛𝑋𝑛  (8) 

 

where, Z is the symbol for denotation of the above graphical representation of ANN. W is, are the weights or 

the beta coefficients, X is, are the independent variables or the inputs, and Bias or intercept=W0.  

 

 

  
  

Figure 2. random forests [19] Figure 3. ANN architecture [20] 

 

 

3.2.5. Support vector machine (SVM) 

Support vector machines are machine learning algorithms that are based on restricted minimization 

issues. The dot products of support vectors and the objects must be determined to determine the maximum 

separation distance between objects. A radial basis kernel, as indicated in (9), is the kernel trick used in this 

study. 

 

𝐾(𝑋1, 𝑋2) = 𝑒𝑥𝑝(−||𝑋1– 𝑋2||2) (9) 

 

where, K(X1,X2) is the radial bias equation for points or regions (X1,X2) and  is spread of kernel. A low 

value of  leads to low decision boundary whereas high values of this parameter give higher decision 

boundaries [23]. 
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3.2.6. Naïve Bayes 

The supervised learning algorithm Naïve Bayes classifier is employed for classification. It's based 

on the Bayes theorem, which involves calculating the likelihood of an event after it's already happened. It is 

one of the most basic yet powerful machine learning algorithms in use, with applications in a variety of 

industries. The 'zero-frequency problem' is when an algorithm assigns zero probability to a categorical 

variable whose category in the test data set was not present in the training dataset [28], [29]. 

 

𝑃(𝐴/𝐵) =
𝑃(

𝐴

𝐵
)𝑃(𝐴)

𝑃(𝐵)
 (10) 

 

where P(A/B) is the posterior probability, P(A) and P(B) are probabilities of the occurrence of events A and 

B respectively and P(B/A) is the likelihood. 

 

3.2.7. AdaBoost 

Using regression and classification, this technique is used to predict the existence of breast cancer. It 

turns weak learners. It obtains the node's weight and adjusts it until proper results are obtained. Despite this, 

it is vulnerable to feature quality and noise [30]. 

 

𝐻(𝑥) = 𝑠𝑖𝑔𝑛( ∑ 𝛼𝑡 
𝑇
𝑖=1 ℎ𝑡 (𝑥)) (11) 

 

 

4. PROPOSED SYSTEM 
Analyzing and diagnosing breast cancer diseases based on MRI images needs some common styles 

to make this process get success some of these stages are, segmentation of MRI images and then extraction 

features to be analyzed later on. Our proposed work gives the recognizable proof and division of breast 

tumors from the MRI and image by using four-phase shapes. Starting stride has been taking the test image as 

an MRI image and after that, image upgrade (image change). Next, Segmentation to black and white. The 

third step is about feature extraction for the image the methods used in this part it is (SIFT, HOG, LBP, BoW 

and EOH) Fourth step and finally implement the classifying machine learning algorithms (KNN, decision 

tree, naïve Bayes, ANN, SVM, RF, AdaBoost) our proposed work result shows the normal and benign and 

malignant region location as shown in Figure 4. 

 

 

 
 

Figure 4. Proposed system diagram 

 

 

4.1.  Experimental setup 

Three datasets have been used in the proposed study two of them were taken from the internet. The 

ACRIN first dataset consists of 984 patients but only 969 were included in the primary data analysis due to 

study criteria. This paper has been containing 1280 images that belong to 128 patients and 10 images for each 

patient. The breast cancer MRI second dataset includes 400 images from 40 patients, 10 images from each 
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patient in which 35 of them have cancer and the other 5 patients have only tumor. In this data set, all the 

patients have cancer. These two data sets were taken between 2014 to 2020, and the ages of the patients are 

between 25 to 65 years old. The third data set includes 920 images from 92 patients, 10 images for each 

patient, of which 73 of them have cancer and 19 of them only have lumps. Their ages are between 25 to 70 

years old have been collected breast cancer images from Erbil and Sulaymaniyah hospital. The data in all 

datasets have been resized in (RadiAnt) application, which is a medical program used in all the hospitals. The 

size of each image is 512 by 512, which is regarded as the best size to show cancer images according to the 

other rates that have been studied. In addition, two other tools have been used. The first one is (MATLAB 

2021b), which is used for the results and the features. The second one is (Weka) which is used for the 

classifications. 

 

4.2. Result 

The proposed approach is tested on real MRI images of breast cancer. Volume MRI images of 

patients who are benign, malignant, or normal make up the three data sets. Five methods for feature 

extraction and seven algorithms for classifications were tested on the three datasets with preprocessing 

approaches for resizing images, and the best result was five methods for feature extraction and seven 

algorithms for classifications. Among them, the best result for three datasets was recorded for method HOG 

and using ANN for classification: 94% in the Erbil and Sulaymaniyah breast cancer dataset, for second 

dataset breast cancer MRI method BoW and using ANN for classification: 96% and Naïve Bayes 97% and 

for the third dataset ACRIN-Contralateral-Breast-MRI method BoW and using Adaboost for classification: 

99% and method HOG and using ANN for classification: 98%. The Performance of the methods and 

classifiers are improved and enhanced as shown in Table 2 and Figure 5 (Appendix 1). 

 

 

Table 2. Classification results for feature set diagnosis 
AdaBoost Random Forest Naïve Bayes Decision Tree SVM ANN KNN No. of Method No. of datasets 

88.8% 91.9% 53% 87.93% 88.7% 94.13% 94.13% HOG Erbil and 
Sulaymaniyah 

Breast MRI 

86.96% 88.3% 84.78% 86.52% 88.4% 89.2% 85.2% EOH 

88.04% 88.04% 20% 87.83% 88.4% 85.87% 88.9% SIFT 

88% 88.59% 72.6% 87.18% 88% 88% 88.18% LBP 

92.3% 89.1% 91% 92% 89.9% 90% 89.1% Bo W 

87.5% 88.75% 56% 86.75% 87.3% 89% 92.3% HOG Breast Cancer 

MRI  87.5% 87.25% 78% 87% 87.5% 87% 85.5% EOH 
87.25% 86.75% 15% 87% 87.25% 82.75% 89.25% SIFT 

86% 88.25 71% 87% 87.5% 85.75% 85.25% LBP 

99% 95% 97% 97% 95% 96% 95% Bo W 
93.67% 95.3% 67.7% 93.59% 93.67% 98.20% 97.89% HOG ACRIN-

Contralateral-

Breast-MRI 

93.75% 93.59% 93.75% 93.75% 93.75% 93.36% 90.78% EOH 

93.75% 93.75% 81.41% 93.59% 93.75% 93.67% 89.38% SIFT 
93.75% 93.82% 87.96% 93.28% 93.75% 93.81% 91.32% LBP 

99% 96% 98% 98% 96% 97% 96% Bo W 

 

 

In Figure 5 (see in Appendix) explained overall comparison of three datasets (a), (b), (c) evaluation 

between five methods and by using seven algorithms in machine learning the feature extraction accuracy by 

the percentage of five different sample groups of MRI breast cancer images. White gray indicates the 

accuracy of HOG, gray indicates the accuracy of the EOH, clear gray indicates the accuracy of the SIFT, 

black indicates the accuracy of the LBP, and blue gray indicates the accuracy of the BoW proposed solution 

(color figure) and they have been used seven algorithms for classification as shown in the Figure 5.  

In Tables 3, 4 and 5 in (see in Appendix) the sets are divided into two parts (train and test) parts. 

There are three methods for dividing the date set. Here, one of the methods is used to show the results, as in 

the following. The results are better or (clear) in the table. 

 

 

5. CONCLUSION  

This research work reveals that feature selection and feature extraction by using four methods it is 

(Sift, HOG, LBP, BoW and EOH) can help improve the diagnosis of benign and malignant tumors using 

machine learning techniques and in this study, have been employed seven main algorithms: SVM, NB, k-NN, 

RF, AdaBoost, ANN and decision tree on the three dataset Breast Cancer (original) datasets. Has been tried 

to compare the efficiency and effectiveness of those algorithms in terms of accuracy, precision, sensitivity 

and specificity to find the best classification accuracy. Using the bag of words model for breast cancer 

images proved to provide the best results in classification tasks with SIFT descriptors HOG methods. After 

an accurate comparison between our models, we found that ANN, SVM and AdaBoost achieved a higher 

https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=70225026
https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=70225026
https://wiki.cancerimagingarchive.net/pages/viewpage.action?pageId=70225026
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efficiency of 96%, Precision of 97% and outperforms all others. These models have demonstrated their 

efficiency in Breast Cancer prediction and diagnosis and achieved the best performance in terms of accuracy 

and precision. It should be noted that all the results obtained based on the three datasets, it can be considered 

as a limitation of our work, it is, therefore, necessary to reflect for future works to apply these same 

algorithms and methods to other databases to confirm the results obtained via this database, as well as, in our 

future works, has been plan to apply our and other deep learning algorithms using new parameters on larger 

data sets with more disease classes to obtain higher accuracy. 

 

 

APPENDIX  

 

 

 
 

(a) 

 

 
(b) 

 

 
(c) 

 

Figure 5. Overall comparison of three datasets (a) analyses the result of first dataset, (b) analyses the result of 

second dataset, and (c) analyses the result of the third dataset 
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Table 3. Accuracy percentage for breast cancer diagnostic (Erbil and Sulaymaniyah dataset) MRI images 
Recall Precision f- measure Sensitivity Train Accuracy Test Accuracy Classifier Method 

0.957 0.960 0.958 95.6 95.65% 92.84% KNN HOG 

0.959 0.960 0.959 95.9 95.86% 95.44% ANN 

0.911 0.901 0.903 91.1 91.08% 88.06% Decision Tree 

0.772 0.884 0.769 77.2 72% 64% Naïve Bayes 

0.937 0.937 0.926 93.7 93.69% 90.88% Random Forest 

0.920 0.912 0.911 92.0 91.95% 87.63% AdaBoost 
0.913 0.921 0.890 91.3 91.30% 88.06% SVM 

0.865 0.865 0.865 86.5 86.5% 86.05% KNN EOH 

0.882 0.852 0.854 88.2 88.23% 87.60% ANN 

0.876 0.824 0.833 87.2 87.60% 87.36% Decision Tree 

0.845 0.817 0.829 84.5 84.53% 83% Naïve Bayes 

0.880 0.824 0.835 88.00 88.04% 87.36% Random Forest 

0.807 0.900 0.840 80.7 88.6% 88% AdaBoost 
0.880 0.880 0.936 88.00 88.0% 88.0% SVM 

0.909 0.902 0.905 90.9 90.86% 88.69% KNN Sift 

0.878 0.868 0.882 87.8 87.8% 83.2% ANN 

0.878 0.816 0.823 87.8 87.82% 87.82% Decision Tree 

0.925 0.873 0.898 92.5 21% 16.7% Naïve Bayes 

0.887 0.880 0.818 88.7 8`8.04% 88.04% Random Forest 

0.880 0.880 0.819 88.00 88.04% 86.95% AdaBoost 

0.880 0.836 0.825 88.00 88.60% 87.03% SVM 

0.960 0.956 0.963 96.0 93.4% 86.3% KNN LBP 

0.965 0.951 0.953 96.5 92.6% 84.7% ANN 

0.958 0.933 0.949 95.8 90.2% 87.3% Decision Tree 

0.924 0.893 0.908 92.4 83% 65% Naïve Bayes 

0.985 0.939 0.961 98.5 93% 88.5% Random Forest 
0.988 0.897 0.940 98.8 88.9% 87.3% AdaBoost 

1.000 0.883 0.938 1.00 88.2% 87.6% SVM 

0.985 0.995 1 98.5 100% 87% KNN BoW 

1 0.889 0.941 1 90% 88.5 ANN 

0.995 0.949 1 99.5 100% 92.5 Decision Tree 

0.935 0.970 0.999 93.5 99% 91.5 Naïve Bayes 

0.998 0.996 1 99.8 100% 86.6% Random Forest 

0.998 0.999 1 99.8 100% 91% AdaBoost 

1 0.881 0.941 1 90% 88.5 SVM 

 

 

Table 4. Accuracy percentage for breast cancer diagnostic dataset (breast cancer MRI) images 
Method Classifier Test Accuracy Train Accuracy Sensitivity f- measure Precision Recall 

HOG KNN 93% 94% 94.00 0.942 0.945 0.940 

ANN 89% 90% 90.00 0.903 0.907 0.900 

Decision Tree 87.5% 88% 88.00 0.832 0.895 0.880 

Naïve Bayes 58% 66% 66.00 0.714 0.805 0.660 

Random Forest 89% 93% 93.00 0.923 0.927 0.930 

AdaBoost 87.5% 88.5% 88.5 0.877 0.873 0.885 
SVM 87.5% 89.5% 89.5 0.862 0.906 0.895 

EOH KNN 89.94% 92.03% 92.00 0.922 0.923 0.920 

ANN 88.44% 91.04% 91.00 0.890 0.909 0.910 

Decision Tree 86.56% 90.45% 90.5 0.904 0.903 0.905 

Naïve Bayes 74.12% 85% 85.4 0.777 0.872 0.854 

Random Forest 90.04% 91.95% 92.00 0.913 0.913 0.920 

AdaBoost 87.06% 87.93% 87.9 0.875 0.871 0.879 

SVM 87.43% 87.53% 89.6 0.934 0.878 0.876 
Sift KNN 91.5% 96.5% 96.5 0.980 0.965 0.965 

ANN 83.5% 85.5% 85.5 0.854 0.853 0.855 

Decision Tree 87.5% 87.5% 87.5 0.833 0.835 0.875 

Naïve Bayes 11% 13% 81.1 0.756 0.708 0.811 

Random Forest 87% 88.5% 88.5 0.840 0.898 0.885 

AdaBoost 85.5% 86% 86.00 0.823 0.816 0.860 

SVM 86% 88.5% 88.5 0.868 0.866 0.885 

LBP KNN 82% 91% 94.3 0.949 0.954 0.943 
ANN 8.5% 91% 98.3 0.951 0.920 0.983 

Decision Tree 84.5% 87.5% 1.00 0.933 0.874 1.000 

Naïve Bayes 65% 88% 93.8 0.931 0.927 0.938 

Random Forest 86% 92% 98.9 0.956 0.926 0.989 

AdaBoost 87% 90% 97.7 0.945 0.915 0.977 

SVM 87% 88% 1.000 0.936 0.880 1.000 

BoW KNN 82% 91% 94.3 0.949 0.954 0.943 
ANN 8.5% 91% 98.3 0.951 0.920 0.983 

Decision Tree 84.5% 87.5% 1.00 0.933 0.874 1.000 

Naïve Bayes 65% 88% 93.8 0.931 0.927 0.938 

Random Forest 86% 92% 98.9 0.956 0.926 0.989 

AdaBoost 87% 90% 97.7 0.945 0.915 0.977 

SVM 87% 88% 1.000 0.936 0.880 1.000 
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Table 5. Accuracy percentage for breast cancer diagnostic (ACRIN contralateral-breast-MRI) images 
Method Classifier Test Accuracy Train Accuracy Sensitivity f- measure Precision Recall 

HOG KNN 98.1% 98.90% 99.8 0.989 0.990 0.998 

ANN 97.5% 97.8% 97.8 0.974 0.974 0.975 
Decision Tree 93.31% 95.42% 95.00 0.921 0.949 0.950 

Naïve Bayes 72.96% 84.68% 95.00 0.881 0.945 0.847 

Random Forest 94% 97% 97.00 0.966 0.971 0.970 
AdaBoost 93.53% 94.59% 94.5 0.927 0.941 0.945 

SVM 93.3 95.5% 95.3 0.941 0.951 0.953 

EOH KNN 89% 94% 94.1 0.940 0.939 0.941 
ANN 92.15% 95.80% 92.8 0.902 0.878 0.928 

Decision Tree 93.28% 93.42% 93.8 0.906 0.879 0.934 

Naïve Bayes 91% 93.74% 93.7 0.907 0.903 0.937 
Random Forest 93.74% 94.37% 93.7 0.934 0.938 0.944 

AdaBoost 93.5% 93.78% 100 0.906 0.938 1.000 

SVM 93.75% 93.75% 93.7 0.968 0.938 0.937 
Sift KNN 88.90% 90.87% 90.8 0.909 0.925 0.908 

ANN 92.84% 94.65% 94.8 0.947 0.946 0.948 

Decision Tree 93.59% 93.59% 93.6 0.912 0.879 0.936 
Naïve Bayes 75.62% 88.37% 91.7 0.931 0.955 0.917 

Random Forest 93.7% 94% 94.1 0.915 0.944 0.941 

AdaBoost 93.75% 93.90% 93.9 0.914 0.923 0.939 
SVM 93.78% 95.59% 95.8 0.951 0.954 0.958 

LBP KNN 93% 94.2% 96.5 0.969 0.973 0.965 

ANN 92.3% 95.4% 99.9 0.976 0.961 0.999 
Decision Tree 93.9% 94.5% 99.2 0.971 0.952 0.992 

Naïve Bayes 84.3% 90% 94.0 0.947 0.954 0.940 

Random Forest 93.7% 95.4% 1.00 0.976 0.954 1.000 
AdaBoost 93.4% 93.4% 99.7 0.966 0.939 0.997 

SVM 93.75% 93.75% 1.00 0.968 0.938 1.000 

BoW KNN 99% 100% 1 1 1 1 
ANN 99% 100% 1 1 1 1 

Decision Tree 99% 100% 1 1 1 1 

Naïve Bayes 99% 100% 1 1 1 1 
Random Forest 99% 100% 1 1 1 1 

AdaBoost 99% 100% 1 1 1 1 

SVM 99% 100% 1 1 1 1 
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