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 Wearing masks contributed to slowing the spread of the coronavirus disease 

(COVID-19) as the World Health Organization (WHO) recommended 

wearing face masks especially with the spreading of virus variants like 

omicron. Although people accept the idea of wearing these masks, it is still 

unknown the effect of covering parts of the face on social interaction among 

people in general and children in particular. Moreover, Social isolation 

affects emotional moods, which causes stress, sadness, and depression. In 

the current study, we have been exploring the emotional inferences on faces 

with and without a mask. The system can pick up the universal emotions: 

fear, disgust, anger, surprise, contempt, sadness, and happiness. The 

researchers in deep learning are concerned with global pandemic COVID-19 

to enhance public health service. The proposed model is developed with a 

machine learning algorithm through the Haar feature-based cascade 

classifiers. The built model can detect people's emotions with mask and 

without a mask with high accuracy. 
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1. INTRODUCTION  

Deep learning has achieved great success in a variety of real-world applications and fields. One of 

the most essential capabilities of deep learning is object detection [1], [2]. The rapid spread of the Corona 

virus has forced many countries of the world to issue preventive instructions requiring the wearing of face 

masks. Governments have adopted special strategies to maintain social distancing in order to reduce the 

number of infections among citizens and to preserve the life of medical personnel. Governments have 

implemented new restrictions requiring people to wear facemasks because the coronavirus spreads by 

airdrops and close contact. Face masks are used to limit the spread of the virus and prevent it from spreading 

between people. To prevent the virus from spreading, governments have sought the assistance of the army 

and police in many densely populated places, whose residents do not accept a commitment to social 

distancing, despite the danger of this matter on the lives of people and security forces. This research focus on 

detection and recognition of face emotion from a face masked images as shown in Figure 1. Starting from 

scratch, a deep learning model has been built to detect the region of masked face with the face expression of 

the input image. The main contribution of this paper is the development of a deep learning-based detector 

model. By using different datasets, this model can automatically detect masked faces with expression on an 

image. 
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Figure 1. The result of the proposed system 

 

 

2. RELATED WORK 

Object detection and recognition from images is the most advanced aspect of computer vision, and it 

is widely employed in a variety of applications [3], [4]. Both supervised and unsupervised learning have been 

used in computer vision field to accomplish the object detection operations in images. This section includes 

many of related academic papers in the field of object detection for both face mask and expression detection. 

Most of papers focused on face mask detection based on traditional and deep learning techniques. Our work 

focusses on detecting face mask with expression to help in decreasing the spreading of coronavirus. Ghazal 

and Abdullah [5] a machine learning classifiers construction based on the traditional methods have been used 

for features extraction, Viola-Jones detector [6], Haar features method for face detection [7]-[9], while 

human detection is accomplished by a histogram of oriented gradients (HOG) feature extraction method in 

[10]-[12], facial expressions in [13]-[15], scale-invariant feature transform (SIFT) in [16] and local binary 

pattern (LBP) are the tools used for object detection and its application [17]. In the recent years, the deep 

learning-based detector proved an excellent performance in feature extraction [18], A convolutional neural 

network (CNN), which has a superior feature extraction capability, that make pattern recognition tasks 

relevant to computer vision more accurate [19]. CNN is a superior method in face recognition, as it uses 

convolution kernels to convolve with the source images or feature maps to excerpt higher-level 

characteristics [20], [21]. In this paper a CNN model has been proposed for face mask detection and 

expression recognition. 

 

 

3. THE PROPOSED MODEL 

The suggested face mask and expression recognition model is illustrated in block diagram in Figure 

2. Before applying the data to the system some work is done to prepare the data and make it in a suitable size 

and form for the system. Then, using a Haar-like feature, a face detection stage is being used to detect the 

face in the image. Finally, the face expression of the input image is discovered with the help of CNN.  

 

 

 
 

Figure 2. The proposed system 

 

 

3.1.  Datasets preparation 

In this paper two public datasets have been used for experimental work. The first dataset is for Face 

Masks, published in (https://www.kaggle.com/ omkargurav/face-mask-dataset), which consists of 7553 

https://www.kaggle.com/%20%20%20omkargurav/face-mask-dataset
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images, divided into two groups: 3725 masked faces and 3828 without mask faces. Some samples are shown 

in Figure 3. The second dataset is a face expression recognition dataset published on Kaggle 

(https://www.kaggle.com/deadskull7/fer2013), which contains 35,887 grayscale images of faces with 48*48 

pixels stored in CSV format. Angry, disgust, fear, happy, sad, surprise, and neutral are the seven categories. 

Some samples of fer2013 introduced in Figure 4. 

 

 

   

   
 

Figure 3. Face mask dataset samples 

 

 

 
 

Figure 4. Facial emotions dataset samples 

 

 

A pre-processing stage is needed to prepare the data to be fed in the proposed model. Cleaning and 

arranging raw data to make it acceptable for creating and training the proposed model is part of data 

preparation. The acquired datasets have been gathered from different sources, combined in a comma-

separated values (CSV) file format, categorized according to Table 1, and annotated. 

 

 

Table 1. Categories of expression  
With mask Without mask 

Angry Disgust Fear Happy Sad Surprise Neutral Angry Disgust Fear Happy Sad Surprise Neutral 

 

 

3.2.  Face detector 

Haar feature-based cascade classifiers has been used to perform face detection in the proposed 

model. It is a machine learning-based approach for object detection in which a cascade function is developed 

from a large number of positive (with faces) and negative (without faces) images. A common Haar feature 

can be applied for face detection since the region of the eyes is darker than the region of the nose in the face 

image shown in Figure 5. 

The difference between the summation of pixels in the dark and bright areas, as represented in (1), 

gives the Haar-like feature: 

 

F (x, y)  =  ∑ (F white) – ∑ (F black) (1) 
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where: 

F (x, y)=is the Haar-like feature 

∑ (F white)=the sum of pixels of bright area 

∑ (F black)=the sum of pixels of dark area  

The face detector will check each part of the image searching for a face, and classify it as (face) or (not face). 

The Haar-classifier can take data from an extensible markup language (XML) file to determine how each 

image location should be classified [22]. 

 

 

 
 

Figure 5. An image with Haar-like feature 

 

 

3.3.  Face mask and emotion detector 

Convolutional neural networks (CNNs) are commonly used for object detection and recognition 

tasks because of their precise yet simple architecture [23]-[25]. In this work, an algorithm from scratch has 

been written based on CNN for face mask and emotion detection. A simple CNN architecture is shown in 

Figure 6. The CNNs include three types of layers: 

- Convolutional layers. 

- Pooling layers. 

- Fully-connected layers.  

 

 

 
 

Figure 6. The basic architecture for CNN 

 

 

From Figure 6. the CNN functionality is divided into four key areas: the input layer holds image 

pixel values, followed by the convolutional layer, which involves multiplying a set of weights (filter) with the 

input data. This multiplication produces a two-dimensional array of output values that indicate input filtering; 

this operation is known as a feature map. After constructing a feature map, each value can be passed through 

a nonlinearity, such as a rectified linear units (ReLU), in the same manner that the outputs of a fully 

connected layer are passed through a nonlinearity. The pooling layer will then just do down sampling along 

the spatial dimensions of the input, thus reducing the number of parameters within that activation. Finally, 

the fully-connected layers will use the activations to generate class scores, which will be used to classify the 

data. 

The proposed structure of the CNN algorithm illustrated in Figure 7. Two sequential models have 

been built from scratch. The face mask detector made up of three convolution and max pooling layers 

respectively for features extraction then a softmax classifier for face mask classification with two outputs 

(With mask and Without mask). For the face emotion detection, a model made up of four convolution and 

max pooling layers respectively to extract all features in the image and then a softmax classifier for face 

emotion classification with seven outputs (angry, disgust, fear, happy, sad, surprise, and neutral). 
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Figure 7. The structure of the detection system 

 

 

4. EXPERIMENTAL WORK AND RESULTS 

The experimental work for the proposed system was designed to train a CNN-based automatic facial 

mask and emotion detection system. At the pre-processing stage the untrainable images have been excluded, 

also, two different datasets are used to train the system, each of them has its specific specifications: the first 

is for face mask detection, the input images have been resized to 100*100 pixels, normalized, and split it in to 

80% training, 10% test, and 10% validation before fed to the CNN model. The dataset trained with 10 epochs 

and 0.001 learning rate, which give an accuracy of 0.9565 and loss of 0.1829 as shown in Figure 8. For the 

second system of the face emotion detection the dataset is resized to 48*48 pixels, normalized, and split it in 

to 98% training and 2% test then fed to the CNN model. The dataset trained with 20 epochs and 0.01 learning 

rate, which result an accuracy of 0.9565 and loss of 0.1829 the normalized confusion matrix is shown in 

Figure 9. Adam optimizer and categorical cross-entropy have been used in both models based on TensorFlow 

environment, which resulted of high system performance. The system can detect faces with/ without mask 

and the human face emotion with/ without mask, some examples of detection system have been illustrated in 

Figure 10. 

 

 

  
Training/Validation accuracy  

The best train accuracy: 0.9565 
Training/Validation loss 

The best train loss: 0.1829 

 

Figure 8. The system accuracy of the proposed face mask detection system 
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Figure 9. The confusion matrix of the proposed 

face emotion detection system 

Figure 10. Samples of test result images 

 

 

5. EVALUATION WITH RELATED WORK AND DISCUSSION 

The detector model that has been proposed is a result of starting from scratch deep learning model 

trained with face mask and face expression datasets. This combined model has a good performance in 

medical face mask with expression detection. To improve the model Adam optimizer has been used. Indeed, 

most of the related work concentrate on the classification of the face mask only. The performance of the 

proposed model in compare with different methods is shown in Table 2. According to the results of our work 

the accuracy is equal to 95%. 

 

 

Table 2. The performance of the proposed model in compare with other methods 
Reference Method Classification Detection Result 

Ref [19] PCA Yes No AC= 70% 
Ref [1] YOLOv2 with ResNet Yes Yes AC=81% 

Ref [20] LLE-CNNs Yes Yes AC=76% 

Proposed Start from scratch Yes Yes AC=95% 

 

 

6. CONCLUSION  

This paper presents a combination of two CNN models starting from scratch to detect faces with and 

without masks to limit the spread of the Coronavirus. Moreover, a face emotion detection model is combined 

to the first model to help identify how children and autistic patients feel when wearing a mask. The research 

contributes on health care in the era that accompanied the Coronavirus. The proposed method's efficiency 

and performance are shown in the experimental work. It has also been noted that some emotions are difficult 

to estimate due to facial expression convergence. For the future work, authors will enhance the proposed 

model to improve the efficiency of the system.  
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