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 Accurate road extraction from remote sensing images is a challenging task. 

Several methods of extraction have been developed but the precision of 

extraction is still limited for the unpaved and small-width roads. This paper 

proposes an accurate road extraction approach called DAA-SSEG since it 

uses data augmentation architecture (DAA) and semantic segmentation 

model (SSEG). The proposed approach DAA-SSEG is based on a modified 

full convolutional neural network that overcomes the vanishing gradient and 

the training saturation issues. It recognizes roads at the pixel level. 

Furthermore, The DAA-SSEG approach uses a new plan of data 

augmentation based on geometric transformation and images refinement 

techniques. It allows getting a richer dataset thus better training and an 

accurate extraction. The experiment denotes that the proposed approach 

DAA-SSEG, that combine data augmentation architecture and semantic 

segmentation method, outperforms some state-of-the-art methods in terms of 

F-measures. The results demonstrate that it ensures accurate extraction of 

unpaved and small-width roads, in urban and rural areas. Moreover, the 

proposed approach distinguishes between roads and trails and can extract 

some roads not labeled beforehand. 
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1. INTRODUCTION  

Road extraction from high-resolution satellite and aerial images is one of the important assignments 

for instantaneous maps of emergency rescue systems, traffic monitoring in intelligent transportation, 

autonomous driving systems and real-time updating road networks [1], [2]. It is also used in many 

applications for planning urban areas and the footprint of buildings [3], [4]. Several researchers were 

interested in deep convolutional networks of machine learning because of their good abilities in automatic 

object extraction, and for their superiority to model complex non-linear relationships among variables. We 

can cite some proposed works that used convolutional neural network (CNN) models to detect roads, like the 

supervised multi-task learning model using recurrent convolution neural network U-Net. However, the model 

needs a huge amount of training samples to classify roads [5]. Another based-on CNN model for road 

extraction is The ResUnet. This model was developed to extract roads by using a deep residual U-net that 

shortened connections between the convolutional neural network’s layers, to extend the U-net. However, 

ResUnet misses roads in the parking lot, considering them as a background [6]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Among several existing models, we can, also, cite the deep CNN based-on model that uses a 

cascade architecture with two levels to detect roads and then extract centerlines by using the domain area 

knowledge [7]. On the other hand, the model that uses classification method to detect road from satellite 

images with the help of CNN by using AlexNet with 128×128 resolutions in the Fourier domain, achieves 

also good results [8]. Further, another interesting model is the RoadTracer [9]. It can identify road by 

constructing a road network graph using an iterative graph construction method based on CNN. However, the 

model fails at road crossing positions and ignores high curvature and long straight roads. 

This paper proposes a new approach for extracting road using a combination of data augmentation 

techniques and an improved semantic segmentation model. The proposed approach is called data 

augmentation architecture-semantic segmentation (DAA_SSEG).  

Semantic segmentation is the process of assigning a label to every pixel in the image [10]. In 

contrast to the “classical” classification, where one label is assigned to the whole image. It is a precise-

method well appreciated in medical image processing [11] and road extraction for autonomous driving [12]. 

Therefore, focusing on works that used semantic segmentation and deep learning for road extraction 

[13], we can cite some researches with good results, such as the deep CNN framework using conditional 

random fields (CRFs) and landscape metrics (LMs) [14] or the SegNet model that uses Exponential Linear 

Unit (ELU) as an activation function on a basic segmentation network [15]. SegNet demonstrates a promising 

detection performance on overall classes. 

Moreover, another model, that has the ability to extract semantic maps of highways and road, is 

developed in [16]. It can also track the city’s urban growth from remote sensing imagery. It is VGG-16 

model with convolution kernels (3x3) and maximum pooling (2x2) across the model as a reference point for 

a fixed feature extractor. Prediction performance F1-scores was 0.76 on the Massachusetts Roads dataset. 

Furthermore, one more interesting model named GL-Dense-U-Net was developed to extract global 

and local roads information from the remote sensing images [17]. The model uses U-Net and DenseNet as the 

feature extractor but it fails to extract unpaved road, due to the leak of the unpaved roads images in the tested 

dataset. The proposed approach is able to overcome almost all issues encountered in the state of the art such 

as the need for high number of input images, the false extraction of roads [18], the no extraction of parking 

roads and the confusion between roads and trails in [19]. 

 

 

2. MATERIAL AND METHODS 

In this study, we propose an approach that associates a data augmentation architecture (DAA), 

suggested to use as a pre-processing to generate more data from input images, and an improved semantic 

segmentation based on a modified fully convolutional network (FCN) model (SSEG). The network uses a 

rectified linear unit (ReLu) activation and a binary cross entropy with a Logits Loss. As the relationship 

between the class to predict and the inputs (convoluted image segments) is 'non-linear', the performance of 

the network will improve if the fully connected layers (decision function) have non-linear activation 

functions. For that, we used a ReLU activation that overcomes the vanishing gradient problem, allowing 

models to learn faster and perform better. The binary cross entropy with a logits loss function ensures a 

numerical precision and a network stability. Thus, the semantic segmentation model (SSEG) of the proposed 

approach DAA-SSEG contains a less number of hidden layers in order to reduce the losses.  

The DAA-SSEG approach includes two main parts: a data augmentation and a semantic 

segmentation proposed method. To show the efficiency and the accuracy of the DAA-SSEG approach we 

tested it on Massachusetts roads data set [20]. The data augmentation architecture is applied to the input 

images, the proposed model propagates the input images through the FCN, and then, it corrects the output 

mask using a probability score map thresholder with the removal of small objects and the filling of small 

holes to get finally extracted roads. The proposed road extraction approach DAA-SSEG in this paper, has 

been illustrated in Figure 1. 

 

2.1.  Tools and libraries 

We have used the Tensorflow python framework [21] for our experimentation. Tensorflow is an 

open-source platform for artificial intelligence. The proposed model is trained according to the following 

configuration: learning rate of 0.001, with Adam optimizer (adaptive moment estimation) [22] to optimize 

the training process. To prevent the graphical card overloading, we have used a batch size of 16. In addition, 

we have used a single NVIDIA Tesla K80 GPU to train the network. 

 

2.2.  Dataset 

To evaluate the proposed approach, we have used one of the most challenging available free dataset, 

the Massachusetts roads dataset [20]. Released by Toronto University, in Canada, it includes 1171 images 
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with 1500x1500 pixels resolution. The whole dataset covers rural, urban and suburban regions with entire 

area over 2600 square kilometers. Each image covers a part of 2.25 square kilometers.  

 

 

 
 

Figure 1. The proposed road extraction approach DAA-SSEG 

 

 

2.3.  Pre-processing 

The proposed approach DAA-SSEG consists of pre-processing (data augmentation) and processing 

(semantic segmentation) parts. In pre-processing part, we have used a data augmentation technique, under the 

assumption that we can extract more information from the original dataset [23]-[25]. Data augmentation is 

used to increase the amount of input images by adding slightly modified copies of original images, or create 

new synthetic images from the original ones. The most popular data augmentation techniques are color 

modification, image refinement transformations and geometric distortions. Image refinement techniques are 

rotating in different degrees, reflecting, scaling with zoom (in and out), and cropping. Geometric distortions 

techniques are used to increase the number of samples for training, we can cite the histogram equalization 

and the enhancement of contrast and brightness with different levels [26]. 

To generate much more images from the Massachusetts dataset, which contains only 1171 images, 

we chose some image refinement and geometric transformation techniques as a data augmentation process. 

The dataset contains some damaged images, having white areas. To overcome this issue, the flawed images 

are selected and deleted completely, if necessary, or only the damaged part. 

The proposed data augmentation architectures, denoted DAA, contains refinement transformations, 

like cropping, rotating, scaling (zoom in and zoom out) and geometric distortion like enhancing brightness. 

Several experiments were done to choose the appropriate refinement transformations and geometric 

distortion for optimal database inputs, and adapted image resolution. The proposed DAA for the pre-

processing step has been illustrated in Figure 2. 

 

 

 
 

Figure 2. Proposed data augmentation architectures (DAA) for pre-processing 
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The first step of DAA is to crop each original image of 1500x1500 from the dataset into four images 

of 750x750. After that, the damaged images that contain white areas are removed partially or completely. 

Next step is to resize the remaining images into a resolution of 256x256 pixels in order to decrease the model 

training speed and keep images with well-described roads, especially roads with small width. Notice that 

resizing to smaller resolution makes small roads disappear.  

Finally, geometric distortions and image refinement transformations are put on 200 images, to 

increase the number of training inputs by using scaling change (zoom-in), rotation in (45,90,135,180)° and 

brightness modification. Thus, a richer and more diverse dataset, with much more variations, is created. The 

total number of images gotten is 6172. 

 

2.4.  Model architecture 

In this paper, we have proposed a model that is a fully connected convolutional network with a 

simplified structure layer to ensure a semantic segmentation. The model is called SSEG. Thus, each input 

pixel is associated with its class label. The network is inspired from U-net [27], developed to perform 

multiclass segmentation of any kind of object, primarily used for object in medical images [28], [29], and 

recently for aerial object [30] such as building, car or even roads. The input of the network is a multi-channel 

image and the output is a single channel map of the same dimension. We have trained SSEG with the pre-

processed images created beforehand with the data augmentation architectures DAA.  

The architecture of the proposed model is symmetric and uses an auto-encoder that learns data 

representations from input images in an unsupervised way. The structure of the proposed auto-encoder is 

composed of encoder, which learns the dense representation of input data to extract feature maps, and 

decoder, which decompresses it to reconstruct the input data in order to restore the feature maps resolution. 

The Architecture of the proposed FCN model used in the semantic segmentation method has been illustrated 

in Figure 3. 

The encoder (downsampling) uses convolutional layers to learn different shapes of road in image. It 

uses downsampling part provided by the pooling layer. The model contains a pair of two or three convolution 

layers with a rectified linear unit (ReLu) activation, inspiring by [31] who used ReLu in deep learning. The 

purpose of applying the rectifier function (ReLu) is to increase the non-linearity in images. It is a simple 

calculation that returns the value provided as input directly, or the value 0 if the input is 0 or less.  

Batch normalization and dropout layers follow the convolution and ReLu layers, to prevent 

overfitting and to ensure the independence of learning between layers. The batch normalization is used to 

accelerate the learning process of the model by decreasing the internal covariate shift.  

To avoid overfitting, a dropout of keep probability of 0.3 is used. The dropout is a stochastic 

regularization technique that helps to reduce overfitting [32]. In addition, the padding used in the model is 

one (padding =1). The ‘padding’ is the amount of pixels added to an image when this last one is being 

processed by the kernel of the convolutional neural network (CNN). 

The decoder (upsampling) uses a transposed convolution layer, which is a little bit different to a 

deconvolution layer. A transposed convolutional layer carries out a regular convolution but reverts its spatial 

transformation, to perform upsampling by 2 (stride=2) and filtering at the same time, with a kernel size of 4 

and a padding of 1. The road extraction is ensured by a binary classification. At the end of the model, a (1x1) 

convolution layer is created to adapt the number of channels (exactly the third dimension) to the number of 

classes to segment or to combine the third dimension of the input feature maps to the two classes, road and 

background. As a sigmoid function, followed by a Binary Cross Entropy function, has the inconvenience of 

training saturation, we have overcome this issue, by using a binary cross entropy with logits loss that uses 

sigmoid internally, in order to train the network. For that, we have used the Binary Cross-entropy with logits 

loss (BCEWithLogitsLoss) referred in (3) which creates a criterion that measures the binary cross entropy 

(BCE), refered in (2) between the target and the output refered in (1). The BCEWithLogitsLoss referred in 

(3) combines the sigmoid layer and the BCELoss in one single class. It is more stable than using a plain 

Sigmoid followed by a BCELoss as, by combining the operations into one layer to ensure numeric precision 

and stability.  

 

𝑓(𝑠𝑖) =
1

1+𝑒−𝑠𝑖
 (1) 

 

Where si is the input of sigmoid layer and f(si) is the output of sigmoid layer. 

 

𝐵𝐶𝐸 = − ∑ 𝑡𝑖 log(𝑓(𝑠𝑖))𝐶=2
𝑖=1  (2) 

 

𝐵𝐶𝐸𝑤𝑖𝑡ℎ𝐿𝑜𝑔𝑖𝑡𝑠𝐿𝑜𝑠𝑠 = −𝑡1 log(𝑓(𝑠1)) −𝑡2 log(𝑓(𝑠2)) (3) 
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Where si is the score i for class Ci , f(si) is the output of sigmoid layer, ti is the ground truth for i class, and i is 

the number of classes. For two classes C1 and C2 (Road and Background); t1 [0, 1] and s1 are, respectively, 

the ground truth and the score for C1. For the second class C2, the ground truth t2=1−t1 and the score 

s2=1−s1.  

 

 

 
 

Figure 3. Architecture of the proposed SSEG model of the DAA-SSEG approach 

 

 

3. RESULTS AND DISCUSSION  

The quantitative and qualitative evaluations are important to show the efficiency and the precision of 

the DAA-SSEG approach for road extraction. In this section, we present at first the quantitative evaluation 

using different metrics then a comparison with existing baselines that used the same dataset. Finally, we end 

with a qualitative evaluation, which is a visual analysis of the resulting images. 

 

3.1.  Quantitative evaluation 

The most common metrics for evaluating a binary classification method and semantic segmentation 

are precision, recall and F-measure. To show the importance of DAA used with the proposed model SSEG, 

Figure 4 illustrates the comparison between Precision-Recall curve of the DAA-SSEG approach and the 

SSEG model without using DAA. Notice that the inputs of this last one are only resized to 256x256. The F1-

score of the model SSEG without using DAA is 0.70 because the number of input images is lowest (1088 

images). Resizing input images from 1500x1500 to 256x256 pixels directly without using DAA make some 

information lost like roads with small width thus the extraction becomes much more difficult. The F1-score 

of the DAA-SSEG (training model SSEG using DAA as preprocessing) is 0.78.  

Figure 4 shows that the DAA-SSEG presents a better F1-score thanks to the geometric distortions 

and the image refinement transformations used in the DAA. Indeed, DAA expands number of inputs by 

creating numerous images from the originals. The use of cropping, zooming, rotating in (0, 45, 90 ,135 ,180) 

and changing the brightness create a richer and diverse dataset with much more variations.  

The F1-score of the DAA-SSEG is 0.78 and allows about 8% improvement compared to results of 

the training without the use of DAA. In terms of the computational cost, the DAA-SSEG required, about 9h. 

Notice that the use of ReLu and dropout layer in the SSEG model used in DAA-SSEG approach allows 

reducing overfitting and ensuring the independence of learning between layers. 

 

 

 
 

Figure 4. Precision-recall curve of the DAA-SSEG approach and the SSEG model without using DAA 
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3.2.  Comparison with baselines 

To demonstrate much more the efficiency and the accuracy of the proposed approach DAA-SSEG, 

Table 1 shows a comparison between the DAA-SSEG approach and four baselines (existing methods), 

counting Basic-model, FCN-no-skip, FCN-8s, [16] and basic SegNet run in [15]. Notice that the four 

baselines are tested on the Massachusetts dataset and the results are taken from the original paper [15] and 

[16]. Table 1 shows that the proposed approach DAA-SSEG outperforms the four baselines in term of F1-

score, precision and recall. 

 

 

Table 1. Comparison between results of baselines and the proposed approach DAA-SSEG tested on 

Massachusetts dataset [20]. (FCN: fully convolutional network) 
Model Precision Recall F1 

Basic-Model [16]  0.657 0.657 0.657 

FCN-no-skip [16] 0.742 0.742 0.742 

FCN-8s [16] 0.762 0.762 0.762 

SegNet [15] 0.773 0.765 0.768 

DAA-SSEG 0.787 0.775 0.780 

 

 

3.3.  Qualitative evaluation 

The qualitative evaluation shows the visual results after the processing. Figure 5 shows an example 

of roads extraction results using the proposed model SSEG without DAA and the DAA-SSEG approach. 

Figure 5(a) is the original image taken from the dataset, Figure 5(b) is its ground truth. The result of the 

extraction using the proposed model SSEG without DAA is shown in Figure 5(c) while the result of using 

SSEG with DAA (DAA-SSEG approach) is shown in Figure 5(d). we can see clearly that DAA-SSEG is 

much more efficient than training the proposed model SSEG witout DAA. It could extract more roads and is 

the most accurate.  

 

 

    
(a) (b) (c) (d) 

 

Figure 5. Example of visual results of roads extraction using SSEG without DAA and the DAA-SSEG 

approach, (a) original, (b) ground truth, (c) SSEG without DAA, and (d) DAA-SSEG 

 

 

Figure 6 shows three examples of extraction of unpaved/unlabelled roads using DAA-SSEG and the 

distinction between error labels and real roads. It illustrates the efficiency and the accuracy of DAA-SSEG. 

Figure 6(a) is the original image of the first example taken from the Massachusetts dataset and Figure 6(b) 

represents its ground truth. The result of the roads extraction using DAA-SSEG is illustrated in Figure 6(c). It 

clearly shows that the proposed approach allows extracting more roads than the ground. It can extract roads 

with small widths such as roads leading to parking that are not labelled in the ground truth.  

The same thing for the second example, Figure 6(d) is the original image and Figure 6(e) is its 

ground truth. Figure 6(f) is the result of the extraction using the DAA-SSEG approach. The last one denotes 

that even if, secondary unpaved roads and roads around parking are not labelled in the ground truth, DAA-

SSEG allows a good extraction of those kinds of roads.  

Like the previous example, Figure 6(g) is the original image, Figure 6(h) is its ground truth and 

Figure 6(i) is the result of the DAA-SSEG extraction. The most interesting in this example is the ability of 

the DAA-SSEG to distinguish between error labels and real roads. Indeed, in the ground truth, some labels 

contain a portion of regions considered as roads but are not really roads, as illustrated in the original image. 

The proposed DAA-SSEG approach offers the ability to correct this issue as demonstrated in the DAA-SSEG 

result. Consequently, DAA-SSEG is able to extract the paved and unpaved roads.  
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(a) (b) (c) 

   

   
(d) (e) (f) 

   

   

(g) (h) (i) 

 

Figure 6. Examples of extraction of unpaved/unlabeled roads using DAA-SSEG and the distinction between 

error labels and real roads, (a) Original, (b) Ground truth, (c) DAA-SSEG, (d) Original, (e) Ground truth,  

(f) DAA-SSEG, (g) Original, (h) Ground truth, and (i) DAA-SSEG 

 

 

4. CONCLUSION 

This paper proposed a data augmentation and semantic segmentation approach DAA-SSEG for 

accurate road extraction from remote sensing images. It deals with the complex structures of roads that have 

different types and widths. The proposed approach used an optimized semantic segmentation based deep 

learning model with fewer layers than a classical FCN model to ensure recognition at pixel level. It contains 

an encoder/decoder with a Binary Cross Entropy with a Logits Loss function, in order to avoid a training 

saturation. The proposed semantic segmentation model ensures efficient and accurate road extraction, by 

building a deep pipeline that takes remote sensing images as input and produces semantically segmented 

maps. To show the importance and the contribution of the pre-processing step, the second contribution of this 

paper is the study of the impact of data augmentation technique on the result of semantic segmentation based 

deep learning proposed method. The quantitative and qualitative evaluations, demonstrate that the proposed 

approach DAA-SSEG outperforms some state of the art of methods. Indeed, using the binary cross entropy 

with logits loss (BCEWithLogitsLoss) function in the SSEG model of the DAA-SSEG approach allows a 

good extraction of roads. Moreover, using the proposed DAA as preprocessing before training SSEG model 

allows also getting a richer dataset thus a better training and an accurate extraction of roads with small width, 

secondary, falsely labelled and unpaved roads. Furthermore, the proposed DAA-SSEG approach 

distinguishes between roads and trails and can extract some roads not labeled beforehand. This demonstrates 

the crucial interest for updating some ground truth datasets. For future work, more choices of other neural 

network architectures or activation functions can be investigated and compared to improve much more the 

results. 
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