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 The novel coronavirus, also known as COVID-19, initially appeared in 

Wuhan, China, in December 2019 and has since spread around the world. 

The purpose of this paper is to use deep convolutional neural networks 

(DCCN) to improve the detection of COVID-19 from X-ray images. In this 

study, we create a DCNN based on a residual network (Resnet-50) that can 

identify COVID-19 from two other classes (pneumonia and normal) in chest 

X-ray images. DCNN was evaluated using two classification methods: 
binary (BC-1: COVID-19 vs. normal, BC-2: COVID-19 vs. pneumonia) and 

multi-class (pneumonia vs. normal vs. COVID-19). In all experiments, four 

fold cross-validation was used to train and test the model. This architecture's 

average accuracy is 99.9% for BC-1, 99.8% for BC-2, and 97.3% for multi-
class cases. The experimental findings demonstrated that the suggested 

system detects COVID-19 with an average precision and sensitivity of 95% 

and 95.1% for multi-class classification, respectively. According to our 

findings, the proposed DCNN may help health professionals in confirming 
their first evaluation of COVID-19 patients. 
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1. INTRODUCTION  

By the end of 2019, a novel virus identified as COVID-19 had appeared in Wuhan, China. Within a 

few months, the virus had spread all across the world [1], [2]. COVID-19 is a dangerous virus that causes 

severe symptoms in humans, including cough (76%), fever (98%), and fatigue (44%). The World Health 

Organization (WHO) announced a coronavirus pandemic on March 11, 2020 [3]. COVID-19 disease is a 

virus family that includes SARS and respiratory syndrome (MERS) [4]. 

SARS-CoV first arrived in 2003, infecting 8098 persons with a 9% death rate across 26 countries, 

whereas MERS first appeared in 2012, with 688 confirmed cases and 282 deaths in 20 countries [5], [6]. 

Chest radiography images (CXR and CT scan images) are extremely significant and widely used techniques 

for classifying diseased lungs [7]. The most popular and commonly available imaging method is the chest X-

ray, which is used in both emergency and hospital settings [8].  

In the context of medical big data analysis, many classic algorithms have been studied, such as 

logistic regression [9], random forest algorithm [10], and support vector machine [11]. Through the 

development of deep learning, continuous success has been achieved [12]. Deep learning approaches have 

proven to be highly successful for a wide range of big data studies, and have therefore been a subject of 

research interest due to their better performance in learning feature representations from raw data in an end-

https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Transfer learning with Resnet-50 for detecting Covid-19 in chest X-ray images (Fatima-Zohra Hamlili) 

1459 

to-end way. Because hidden layers may capture nonlinear connections, adding more hidden layers to a neural 

network allows it to represent more complicated hypotheses [13]. With the availability of large data, the 

features extracted from data have increased expressive power; hence, deep learning enables clinical data to be 

studied in the direction of precision medicine [14]. 

With the global spread of COVID-19, many studies have used classical machine learning algorithms 

for efficient COVID-19 identification from X-ray images, including the method described in [15], which is 

based on multilayer thresholding and SVM. The system segmented images of size 512×512 using a multi-

level threshold based on the Otsu objective and then identified them as infected or non-infected using a 

support vector machine. The model has a high degree of accuracy of 97.48%. The diagnosis of patients with 

COVID-19 on the basis of machine learning (ML) and the internet of things (IoT) has found in the study 

[16]. The authors compared the performance of three machine learning (ML) models, namely support vector 

machine (SVM), random forest (RF), and Naive Bayes (NB), on three COVID-19 diagnosis methodological 

scenarios, including those based on original and normalized datasets, as well as those based on feature 

selection. Their SVM model has the highest accuracy of 95%. In a study published in [17], the authors 

examined texture and form descriptors for feature extraction using classical classifiers in order to identify 

COVID-19 from bacterial and viral pneumonia on X-ray images. They compared Multilayer perceptrons, 

Support vector machines (SVM), decision trees, Bayesian network, and naive Bayes classification 

algorithms. With an average accuracy of 89.78%, they discovered that SVM performed the best. 

Recently, deep learning (DL) has seen increased success in the analysis and interpretation of 

medical imaging [8]. Many researchers from all around the world are interested in using DL techniques to 

classify COVID-19, including the work published in [18], in which the authors developed COVID-CheXNet 

for identifying COVID-19 from chest X-ray images. The main goal of the system is to combine the results of 

two different deep learning algorithms (HRNet and ResNet34) to distinguish between healthy and COVID-19 

infected patients. COVID-CheXNet has a 99.99% accuracy rate.  

Al-Waisy et al. [19] the researchers describe a COVID-DeepNet system, which is a hybrid COVID-

19 detection system. COVID- DeepNet is comprised of two distinguish deep learning algorithms (DBN and 

CDBN) that can distinguish between normal and COVID-19 infected cases from X-ray images with a 

99.93% detection rate. COVID-Net, developed by the authors of research [20], was employed to classify 

normal, pneumonia (bacterial and viral), and COVID-19 patients from chest X-ray images, with an accuracy 

of 83.5%. 

Ozturk et al. [21] proposed a unique DarkNet model for 2-class (no-findings vs. COVID-19) and 3-

class classification (no-findings vs. COVID-19 vs. pneumonia). The method has a 2-class classification 

accuracy of 98.8% and a 3-class classification accuracy of 87.2%. The novel algorithm called OptCoNet 

presented in [22] is made up of optimized feature extraction and classification components. Using a publicly 

available dataset of normal, COVID-19, and pneumonia images, the model was evaluated and compared to 

several classification algorithms. OptCoNet's accuracy was 97.78%. CoroNet is a method proposed in [23] 

that is based on pre-trained exception architecture for diagnosing COVID-19 infection in chest X-ray images 

and has an overall accuracy of 89.6%. Abbas et al. [24], a deep CNN called DeTraC was developed to 

identify COVID-19 in chest X-ray images. The technique is based on the addition of pre-trained models to 

class decomposition layer. DeTraC achieved a high accuracy of 98.23% using pre-trained VGG19. To 

distinguish between COVID-19 infected and healthy patients in X-ray images, the authors in [25] compared 

two successful moderns: classical machine learning methods (SVM, ANN, k-NN, RBF, CN 2, and DT) and 

deep learning models (ResNet50, MobileNetsV2, GoogleNet, Xception, and DarkNet). They observed that 

ResNet50 had the greatest performance of the four deep learning models, with an accuracy of 98.8%. In 

comparison, the SVM attained the best accuracy of 95% in classical machine learning approaches.  

Alyasseri et al. [26] completed a comprehensive review of over 200 studies published between 

December 2019 and April 2021. They observed that COVID-19 diagnosis and epidemic prediction are 

performed using machine learning methods (LDA, SVM, KNN, Boost, ANN, RF, LR, and K-means) and 

deep learning techniques (CNN, DNN, RNN, and GANs). They come to the conclusion that SVM is the most 

generally used machine learning mechanism, whereas CNN is the most often employed deep learning 

mechanism. 

In this paper, COVID-19 was distinguished from two other classes (normal and pneumonia) in chest 

X-ray images using a deep convolutional neural network (DCNN) based on a pre-trained model Residual 

Network (ResNet-50) [27]. The performance of our system was examined using two classification methods: 

binary (BC-1: normal vs. COVID-19 and BC-2: pneumonia vs. COVID-19) and multi-class (normal vs. 

COVID-19 vs. pneumonia). The results were then compared to previous research published in the literature. 

Clinicians may find the model useful in diagnosing COVID-19 infection from CXR images. 

The remaining sections of this study are organized as follows: Section 2.1 describes the dataset that 

was used. Sections 2.2, 2.3, and 2.4 discuss preprocessing methodologies, the proposed Deep Convolutional 

Neural Network, and evaluation metrics, respectively. Section 3 contains a detailed presentation of the 
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experimental results. Section 4 contains a discussion and result comparison of our suggested model with 

current methodologies. Section 5 concludes the article. 

 

 

2. RESEARCH METHOD 

In this section, we will introduce the dataset and the approaches used for dataset preprocessing, followed 

by data augmentation processes. Then, we'll go over the specifics of the deep convolutional neural network 

(DCNN) proposed in this study. Finally, we will present the benchmark evaluation measures that we used to 

evaluate the performance of our model, such as precision, specificity, F1-score, sensitivity, and accuracy. 

 

2.1.  Chest X-ray dataset 

In our work, we merged datasets from two different sources. The first dataset consists of CXR 

images of COVID-19 obtained from the open-source GitHub repository [28]. This dataset contains 317 

frontal X-ray images of COVID-19 positive cases. The second dataset is from the Kaggle repository "Chest 

X-ray images (pneumonia)" [29], and it comprises 1583 normal, 1493 viral pneumonia, and 2780 bacterial 

pneumonia cases with a total of 5856 images. The Figures 1(a)-(d) show some samples of X-ray images. 

 

 

    
(a) (b) (c) (d) 

 

Figure 1. Samples of X-ray dataset of (a) normal, (b) COVID-19, (c) bacterial pneumonia, and (d) viral pneumonia 

 

 

2.2.  Dataset pre-processing  

In this work, a preprocessing stage was employed to increase the efficacy of training the classifier, 

which included two approaches to improving the quality of the original images and removing undesirable 

characteristics (see Figure 2). To begin, all images were resized to 224×224×3 to save processing time and 

make them compatible with ResNet-50 [27]. The low image contrast and small details, textures of the X-ray 

image were then improved by using an adaptive contrast algorithm (CLAHE). Finally, the wavelet image de-

noising approach was used to remove the noise from the image created in the previous stage.  

 

2.2.1. Histogram equalization with adaptive histograms (CLAHE)  

Limited adaptive histogram equalization in contrast (CLAHE) is a modification of the histogram 

equalization approach (AHE) that was first designed to improve low contrast medical images [30], [31]. Edges 

and curves in each section of an image may be made more visible with the CLAHE method [32]. The CLAHE 

technique produces results that are substantially impact by two factors: the number of sub-images and the Clip 

Limit. The input images are divided into sub-images (tiles) [33]. This division results in three different sets of 

regions: the corner region (CR), the border region (BR), and the inner region (IR); the contrast transform 

function is calculated for each tile using the contrast factor 'Clip Limit' [34]. In this research, we apply the 

CLAHE enhancement approach with Clip Limit 0.1 to impose a limit on a noisy image, and the contrast 

transform function is created using an exponential distribution parameter to get better results, as shown in (1): 
 

g = g
min

- (
1

 α
) *ln[1-P(f)] (1) 

 

where gmin defines a minimum pixel value, α is a clip parameter, and 𝑃(𝑓)=CPD (Cumulative probability 

distribution). 

 

2.2.2. De-noising algorithm 

The image-de-noising algorithm, as shown in Figure 2, is summarized in the following steps: i) 

Apply DWT on noisy image up to two levels (L=2) to split it into seven sub bands (HH1, LH1, HL1, HH2, 

LH2, HL2 and LL2) by using orthogonal wavelet of Daubechies; ii) Compute noise variance σ using (2), 
 

σ=
median(|xi,j|)

0.6745
  (2) 
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where xi,j represents the detail coefficients at the finest level; iii) Calculate the threshold value T for each 

pixel by using the universal threshold function as shown in (3), 
 
 

T= σ√2logN (3) 
 

where N is the image's pixel density; iv) Threshold all sub band coefficients using soft-thresholding function, 

as in (4), 
 

Tt
Soft ={

sgn (Y[m,n])(|Y[m,n]|-T)       |Y[m,n]|>T

              0                                  |Y[m,n]|≤ T
 (4) 

 

where Tt
Soft represents soft thresholding, Y[m,n] is a wavelet coefficients, T is the threshold value, and sgn(x) 

is the sign function of x; v) Finally, applied the inverse DWT to reconstruct the de-noised image.  

 

 

 
 

Figure 2. Schematic representation of preprocessing steps to obtain the final images for the dataset 
 

 

Following the preprocessing step, data augmentation techniques frequently employed in the medical 

area were utilized to enhance the number of samples in the constrained dataset by creating additional tagged 

images while keeping the semantic meaning of the images. This work employs the following 

transformations: horizontal flip, rotation, and translation. To avoid biased prediction results, data 

augmentation was applied after partitioning the dataset into four cross validations. 
 

2.3.  Proposed deep convolutional neural network with ResNet-50  

In recent years, transfer learning (TL), which is a good feature extractor, has become more popular 

in medical imaging applications. The use of a pre-trained model to classify images is common in the design 

of TL. Among the numerous deep learning models available, the residual neural networks (Resnet-50) 

created by He et al. [27] was used in this study. 

In this paper, we created a deep CNN based on a ResNet-50, followed by 7 additional tasks. The 

convolution layers of the Resnet-50 model were employed as a base network in the new architectures to 

generate the feature values for each image, and the additional layers replaced the last 1000 fully connected 

softmax layer of the ResNet-50 to categorize COVID-19 X-ray images. Three fully connected layers, three 

dropout layers, and a softmax layer comprise the classification stage. The first two sets of fully connected 

layers in this architecture have sizes of 200 and 300, respectively, while the last one has a size defined by the 

number of categories in the dataset. Dropout ratios of 0.12, 0.2, and 0.15 were used. The architecture's 

dropout layer aids in the alleviation of overfitting and enhances model performance. The softmax activation 

function was also used to classify X-ray images into two and three cases. A deep convolutional neural 

network (DCNN) is seen schematically in Figure 3.  
 

2.4.  Performance metrics  

The effectiveness of the proposed approach was measured using many measures, including, 

Accuracy, F1- score, sensitivity [35], precision, and specificity [36], as shown in (5) to (9), 
 

Accuracy = 
TN+ TP 

TN +TP  + FP + FN
 (5) 

 

F1- score =2× 
Recall×Precision 

Recall+ Precision 
  (6) 

 

Sensitivity =
TP

FN+TP
   (7) 

 

Precision =  
Tp 

FP+Tp
 (8) 

 

Specificity = 
TN 

TN+FP
    (9) 

 

where: 

https://www.sciencedirect.com/topics/computer-science/detail-coefficient
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- True Positive (TP): The number of COVID-19 cases that were correctly identified. 

- False Negative (FN): The number of COVID-19 cases identified as normal. 

- True Negative (TN): The number of cases that were accurately classified as normal. 

- False Positive (FP): The number of normal cases classified as COVID-19 cases. 

Others metrics of measurement such as Accm, Sensm, Specm, Precm, and F1-scorem are used to 

determine the effectiveness of multi-class classification, as shown in (10) to (14). These metrics represent the 

multiclass accuracy, specificity, sensitivity, precision, and F1-score measurements, respectively: 
 

Accm =  
TPn + TPc + TPp

Total samples 
 (10) 

 

Sensm = 
TPc+TPp 

TPc + TPp + FNc + FNp
 (11) 

 

Spec
m

= 
TPn

FPc + TPn + FPp 
 (12) 

 

Prec
m = 

TPc+TPp 

TPc+FPc +TPp +FPp
 (13) 

 

 F1-scorem
=2× 

Precm× Recallm   

Precm+Recallm
 (14) 

 

where: 

- TPc denotes correctly identified COVID-19 instances. 

- TPp refers to pneumonia instances that have been correctly classified. 

- TPn represents correctly classified normal cases. 

- FPc denotes healthy cases that are classed as COVID-19. 

- FPp denotes healthy cases that are diagnosed as pneumonia. 

- FNc and FNp indicate COVID-19 and pneumonia cases classed as normal, respectively. 

 

 

 
 

  

Figure 3. Schematic representation of our suggested deep convolutional neural network (DCNN) 

 

 

3. RESULTS 

The experiments were carried out in MATLAB 2020a programming language on a computer with the 

following configuration: 8 GB of RAM, Intel (R) Core (TM) i5-4460 CPU running, and Windows 10 (64 bit). To 

improve the efficacy of our model, the proposed DCNN model was trained and evaluated using 4-fold cross-

validation across all experiments. Figure 4 shows four folds cross validation, with three sub-folds chosen for the 

training and one single sub-fold chosen for the testing. The model was evaluated with two classification methods: 

binary (BC-1: normal vs. COVID-19 and BC-2: pneumonia vs. COVID-19) and multi-class (normal vs. 

pneumonia vs. COVID-19). In total, 35 epochs were employed in each fold with a batch size equal to 25 and a 

learning rate of 0.0001. The chosen optimization method was the ADAM algorithm for optimizing loss function. 
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Figure 4. Shows a diagram of the 4-fold cross validation technique 
 

 

3.1.  Experimental results of BC-1 (normal vs. COVID-19) 

The initial classification was binary (normal vs. COVID-19), a total of 1900 images were used (1583 

normal, 317 COVID-19). The binary classification performance results for both classes for each fold are shown 

in Figures 5(a)-(d) as a separate confusion matrix (CM), and the evaluation metrics such as specificity, 

sensitivity, F1-score, precision, and accuracy, as well as their average values, are reported in Table 1. 

Specificity, F1-score, precision, and accuracy are all lower in Fold-4, with 98.8%, 99.8%, 99.7%, and 99.8%, 

respectively. For all folds, the model, on the other hand, achieved a sensitivity of 100%. Specificity, sensitivity, 

F1-score, precision, and accuracy have average values of 99.7%, 100%, 99.9%, 99.2%, and 99.9%, respectively. 
 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 5. Confusion matrices of BC-1: (a) Fold-1CM-1, (b) Fold-2CM-2, (c) Fold-3CM-3, and (d) Fold-4CM-4 
 

 

Table 1. Performance results of binary classification (normal vs. COVID-19) for each fold 

Folds 
Performance Metrics (%) 

Sensitivity Specificity Precision f1- score Accuracy 

Fold -1 100 100 100 100 100 

Fold- 2 100 100 100 100 100 

Fold- 3 100 100 100 100 100 

Fold -4 100 98.8 99.7 99.8 99.8 

Average 100 99.7 99.2 99.9 99.9 

 

 

3.2.  Experimental results of BC-2 (COVID-19 vs. pneumonia) 

In this part, the experimental results of the second binary classification (pneumonia vs. COVID-19) are 

presented. The model was evaluated on a total of 4590 samples (4273 pneumonia and 317 COVID-19). The 

sensitivity, specificity, F1-score, precision, and accuracy, as well as their average values, are shown in Table 2. 

On the one hand, Figures 6(a)-(d) show the confusion matrix for each fold. The Fold-4 has a lower sensitivity 

rate of 99.7%. Furthermore, at Fold-3, the minimum specificity and accuracy values are 94.9% and 99.7%, 

respectively. The F1-score for Fold-1 and Fold-2 is 99.9%. Finally, the maximum accuracy value is 99.9% at 
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Fold-1. The suggested technique achieved average accuracy of 99.8%, as well as sensitivity, specificity, F1-

score, and precision values of 99.9%, 98.1 %, 99.9%, and 99.9%, respectively. 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 6. Confusion Matrices of BC-2: (a) Fold-1 CM-1, (b) Fold-2CM-2, (c) Fold-3CM-3, and (d) Fold-4CM-4 

 

 

Table 2. Performance results of binary classification (pneumonia vs. COVID-19) for each fold 

Folds 
Performance Metrics (%) 

Sensitivity Specificity Precision F1- score Accuracy 

Fold- 1 100 98.7 99.9 99.9 99.9 

Fold -2 99.9 98.8 99.9 99.9 99.8 

Fold -3 100 94.9 99.6 99.8 99.7 

Fold- 4 99.7 100 100 99.8 99.7 

Average 99.9 98.1 99.9 99.9 99.8 

 

 

3.3.  Experimental results of MC (normal vs. COVID-19 vs. pneumonia) 

Finally, the multi-class classification results are presented in this section. A total of 6173 samples 

(1583 normal, 4273 pneumonias, and 317 COVID-19) were employed to test the effectiveness of the suggested 

technique on a three-class classification. The evaluation metrics are F1-score sensitivity, specificity, precision, 

and accuracy and their average values are presented in Table 3. The average F1-score, sensitivity, specificity, 

precision, and accuracy are 94.9%, 95.1%, 98.1%, 95.0%, and 97.3%, respectively. Furthermore, at Fold-2, the 

lowest sensitivity value is 93.9%, while at Fold-4, the maximum sensitivity value is 95.7%. Furthermore, at 

Fold-4, the specificity value is 97.4%, whereas at Fold-3, it is 98.6%. Furthermore, with Fold-4, the lowest 

precision and F1-score are 92.9% and 94%, respectively, whereas Fold-3 has the greatest values of both. 

Finally, accuracy varies from 96.8% at Fold-2 to 97.7% at Fold-1 and Fold-3. The confusion matrix for each 

fold is represented in Figure 7(a)-(d). 
 

 

Table 3. Performance results of the proposed approach in multi-class classification task 

Folds 
Performance Metrics (%) 

Sensitivity Specificity Precision F1- score Accuracy 

Fold- 1 95.5 98.4 95.7 95.5 97.7 

Fold -2 93.9 97.8 94.2 94.1 96.8 

Fold -3 95.2 98.6 97.2 96.0 97.7 

Fold- 4 95.7 97.4 92.9 94.0 97.0 

Average 95.1 98.1 95.0 94.9 97.3 
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(a) 

 

(b) 

 

  

(c) (d) 
 

Figure 7. Confusion Matrices of MC: (a) Fold-1 CM, (b) Fold-2 CM-2, (c) Fold-3 CM-3, and (d) Fold-4 CM-4 
 

 

3.4.  Experiment 2: final model accuracy evaluation 

To test the robustness of our proposed approach, we used a small dataset produced in [23]. The dataset 

comprises about 310 normal, 284 COVID-19, 330 pneumonia bacterial, and 327 pneumonia viral chest X-ray 

images. The experiment used 80% random selection X-ray images as a training set and 20% as a testing set. 

Table 4 shows the acquired results, and Figure 8 illustrates the corresponding confusion matrix. Table 4 

demonstrates the sensitivity, F1-score specificity, and precision of our system on dataset-2, as well as their 

average values. The proposed approach performed well in this experiment, with an overall accuracy of 95.2%. 
 

 

 
 

Figure 8. The confusion matrix result of our proposed model on dataset-2 
 

 

Table 4. Performance evaluation of DCCN model on dataset-2 

Class 
Performance Metrics (%) 

Sensitivity Specificity Precision F1- score 

COVID-19 97.7 99.3 97.7 97.7 

Normal 100 100 100 100 

Pneumonia Bacterial 87.0 99.2 97.9 92.1 

Pneumonia Viral 97.7 95.1 85.7 91.3 

Average 95.6 98.4 95.3 95.3 

Overall Accuracy 95.2% 
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4. DISCUSSION 

In this work, deep CNN based on a Resnet-50 was used to detect COVID-19 from chest X-ray 

images. We have used a total of (6173 X-ray images). Our model has an accuracy of 99.9%, 99.8%, and 

97.3% for BC-1 (normal vs. COVID-19), BC-2 (pneumonia vs. COVID-19), and MC (pneumonia vs. 

COVID-19 vs. normal), respectively. The proposed model was also evaluated on another dataset prepared  

in [23]. The model performed well, with an accuracy of 95.2%. CoroNet was suggested in [23] as a pre-

trained Xception architecture-based classification system for four different classes (COVID-19, normal, 

pneumonia bacterial, and pneumonia Viral). They had an accuracy of 89.6%. Table 5 compares the 

classification of X-ray images into four categories using CoroNet and our proposed system. According to the 

results in Table 6, the proposed deep CNN outperforms other methods. The study [24] developed a new 

method for identifying COVID-19 from X-ray images called DeTraC. They achieved a 93.1% accuracy rate. 
 

 

Table 5. Performance comparison of the proposed DCNN model with CoroNet 

Class 

CoroNet Our proposed model 

Sensitivity 

(%) 

Specificity  

(%) 

Precision 

(%) 

F1-score 

(%) 

Sensitivity 

(%) 

Specificity  

(%) 

Precision 

(%) 

F1-score 

(%) 

COVID-19 98.3 97.9 93.2 95.6 97.7 99.3 97.7 97.7 

Normal 93.5 98.1 95.3 94.3 100 100 100 100 

Pneumonia Bacterial 85.9 95.0 86.9 86.3 87.0 99.2 97.9 92.1 

Pneumonia Viral 82.1 94.8 84.1 83.1 97.7 95.1 85.7 91.3 

Average 89.9 96.5 89.8 89.8 95.6 98.4 95.3 95.3 

Overall Accuracy 89.6% 95.2% 

 

 

Table 6. Shows a comparison of the suggested model to previous research 
Authors Architecture Accuracy two-class (%) Accuracy three-class (%) 

Mahdy et al. [15] Multilevel thresholding + SVM 97.48 NA 

Al-Waisy et al. [18] COVID-CheXNet 99.99 NA 

Wang et al. [20] Covid-Net 92.4 NA 

Ozturk et al. [21] DarkNet 98.08 87.02 

Goel et al. [22] OptCoNet NA 97.78 

Khan et al. [23] CoroNet 99 89.6 

Abbas et al. [24] DeTraC NA 93.1 

Our proposed model DCNN 99.9 97.3 

 

 

The COVID-DeepNet system was suggested in [20] as a unique hybrid COVID-19 detection 

approach to detect healthy and COVID-19 diseased patients using X-ray images. The detection accuracy of 

COVID-DeepNet was 99.93%. The method developed in [15] based on multi-level threshold and SVM, to 

identify COVID-19 patients from CXR images with a high level of accuracy of 97.48%. Ozturk et al. [21] 

proposed the DarkNet model to identify X-ray images using two classification scenarios: two-class (no-

findings vs. COVID-19) and three-class (no-finding vs. pneumonia vs. COVID-19). In two-class and three-

class categorization, they attained accuracy of 98.08% and 87.02%, respectively. 

 

 

5. CONCLUSION  

In this work, we develop a deep convolutional neural network (DCNN) system for automatically in 

this work, we develop a deep convolutional neural network (DCNN) system for automatically discriminating 

COVID-19 cases from pneumonia and normal cases. Using a pre-trained ResNet-50, the proposed technique 

was trained and tested on two class and three class classifications. The experimental findings demonstrate 

that our designed system achieved a maximum accuracy of 99.9% for binary class and 97.3% for multi-class. 

The suggested technique had a greater accuracy of 95.2% than the CoroNet algorithm, which had an accuracy 

of 89.88%. The benchmark performance metrics of accuracy, F1-score, precision, recall, and specificity were 

used to evaluate the performance of proposed system on two different types of classification. Our suggested 

method can assist medical doctors in making decisions about COVID-19 cases based on CXR images, 

according to the results of the experimental analysis. 
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