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 With the rising number of accidents in Indonesia, it is still necessary to 

evaluate and analyze accident data. The categorization of traffic accident 

data has been developed using word embedding, however additional work is 

needed to achieve better results. Several informative named entities are 

frequently sufficient to differentiate whether or not information on a traffic 

accident exists. Named-entities are informational characteristics that can 

offer details about a text. The influence of named-entities on thematic text 

categorization is examined in this paper. The information was collected 

using a Twitter social media crawl. Preprocessing is done at the beginning of 

the process to modify and delete useful text as well as label specified 

entities. On support vector machine (SVM), scheme comparisons were 

performed for i) word embedding, ii) the number of occurrences of named 

entities, and iii) the combination of the two is known as a hybrid. The hybrid 

scheme produced an improvement in classification accuracy of 90.27% 

when compared to word embedding scheme and occurrences of named 

entities scheme, according to tests conducted using 1.885 data consisting of 

788 accident data and 1.067 non-accident data. 
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1. INTRODUCTION 

In Indonesia, the frequency of accidents is extremely significant, with all types of injuries, including 

death. According to World Health Organization (WHO) data [1] in 2016, 31.282 people died in a total of 

106.644 road accidents in Indonesia, with 78% of males and 22% of women. This implies that 12,2 persons 

died in a traffic accident for every 100,000 inhabitants, resulting in a mortality rate of 29.3%. In recent years, 

there has been a surge in the research of traffic accidents as a result of crowdsourcing data to supplement 

conventional techniques and uncover new facts. Twitter, which has gotten a lot of attention in recent years, is 

slowly becoming acknowledged as a source of information for users' direct contributions to event detection. 

Twitter has at least 30 million users in 2010 [2]. Twitter creates an online ecosystem in which information is 

generated, consumed, promoted, disseminated, discovered, and shared for particular reasons, most of which 

are linked to community and social activities rather than functional task-oriented goals. As a result, social 

media sites like Twitter will serve as data sources, and it will be possible to obtain a wide range of 

information from a diverse group of individuals in a timely way. 

Information may be easily collected and then analyzed and categorised according to certain categories 

using this enormous amount of data, particularly information relating to traffic accidents such as [3]. This study 
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uses crawling to collect data on traffic accidents, which is then categorized into two categories: true or false 

on traffic accident news. Facebook's fasttext technique is used to weight word representations. The words in 

the document are used as quantitative characteristics in several techniques to text categorization that are 

based on the machine learning (ML) algorithm. The assumption behind this technique is that the frequency of 

particular terms in a text is a good predictor of a broad topic. This implies that named entities could be a 

better fit for text document categorization. The influence of named-entities on the categorization of traffic 

accident information data text will be investigated in this study. The comparison will be done in three ways: 

utilizing fundamental techniques that word embedding (Word Embedding), the numbers of occurency named 

entities (Named Entities), and a mix of the two (Hybrid). The dataset from the previous study [3] will be 

utilized and combined with the most recent crawling dataset, which will then be labeled with named-entities. 

In ML, the basic algorithms to be utilized are support vector machine (SVM). The following are some of the 

study's contributions: i) The dataset is made up of preprocessed text from prior research datasets and new 

crawling methods. Furthermore, the data entity labeling is done with the help of a preset label; ii) Text 

categorization for traffic accident data use the SVM method, which compares predefined named entities to 

three predetermined schemas: word embedding, named entities, and hybrid. The data utilized in this study is 

the result of crawling from the social networking site Twitter, which yielded 1,885 results. The study then 

concentrates solely on the use of Indonesian and the previously specified set of named things. 

 

 
2. RESEARCH METHOD 

Web crawlers have been around almost as long as the world wide web. In 1993, the first crawler was 

implemented. For mining huge datasets, web crawling is used to index information on a website utilizing a 

uniform resource locator (URL) and an application programming interface (API). Crawlers lead to a process 

of document sharing, more about interactive content, and even full-fledged apps as the web advances [4]. 

After Facebook and Instagram, Twitter is the world's third most popular online social network (OSN), with a 

simple data model and direct data access API. It's therefore excellent for social network research involving 

hundreds of millions of people [5]. When it came to data access, Twitter used to have a fairly liberal 

approach [6]. Twitter began imposing tougher limitations in 2021, as stated by the official Twitter blog [7], 

because it was concerned that third-party services would exploit the API and develop apps that basically 

mimicked its primary feature. Twitter has a straightforward data delivery strategy that is supported by a 

highly efficient and scalable infrastructure [8]. There are numerous ways to access information from Twitter, 

one of which is to utilize the Twitter developer page's application program interface (API). 

In numerous application domains, SVM is one of the most resilient and robust classification and 

regression methods. The basic goal of SVM is to use a surface that optimizes the margin between classes in 

the training set to separate them [9], [10]. A set of n instances is required to train an SVM. Each example is 

made up of two parts: an input vector xi and a label yi. Assume that the training set X is (x1, y1), (x2, y2), ... , 

(xn, yn). For We'll use the example of a two-dimensional input, i.e., x  R2, for illustration purposes. There are 

various hyperplanes that can be split, and the data can be divided linearly. The generalizability, on the other 

hand, is dependent on the position of the separator hyperplane and the hyperplane with the greatest margin.  

A named entity is a term that denotes that an element has properties with a group of other items [11]. 

Entity extraction from a set of words is a method of detecting and classifying entities, also known as named 

entity recognition (NER). NER is significant in different natural language processing (NLP) tasks such as 

text interpretation, information retrieval, automatic text summarization, machine translation, and knowledge 

base development, in addition to the key subtask of information extraction [12]. The NER-based clustering 

method pulls named items from groups based on contextual similarity. The use of unlabeled data, according 

to Collins [13], lowers the monitoring needs to only seven basic principles.  

NER is used in supervised learning to solve multi-class classification and sequence labeling 

problems [14]. The features in annotated data samples are meticulously constructed to reflect each training 

occurrence. Machine learning techniques are then used to examine the model in order to detect similar 

patterns in previously unseen data. In a supervised NER system, feature engineering is critical. A feature 

vector representation is a text abstraction in which one or more boolean, numeric, or nominal values 

represent a word [15]. The supervised NER has made extensive use of the word level function, list search 

feature, and corpus feature. Many machine learning methods have been built in the supervised NER based on 

these characteristics [16], [17]. 

Accident-related research has increased in recent years as a result of crowdsourcing data to 

supplement established approaches and uncover new facts. Twitter, which has gotten a lot of press in recent 

years, has steadily gained acceptance as a source of information for users direct contributions to event 

detection. There were at least 30 million Twitter users in 2010, while there were 330 million in 2019 [18]. 

Twitter creates an online ecosystem where information is generated, consumed, promoted, disseminated, 
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found, and shared for particular community and social reasons rather than task-oriented functional ones [19]. 

As a result, social media sites like Twitter will serve as data sources, allowing for the rapid retrieval of a wide 

range of information from a large number of individuals. Separating data that contains or does not contain 

traffic accident information requires data processing. This is because utilizing the keyword "accident" in the 

crawling technique will also return data that does not contain traffic accident information but has the same 

word component. In the paper, Saputro and Girsang [3], achieved the best accuracy of 88% in his study by 

categorizing utilizing the SVM approach based on FastText representation to tackle the problem. 

Several informative named entities are frequently sufficient to differentiate whether or not 

information on a traffic accident exists. For example, information on traffic accidents will include additional 

details such as location, casualty injury, and time. In the meanwhile, data that does not include accident 

information is less likely to have several sets of such data. As a result, we believe that named entities are a 

feature that may be utilized to separate data into defined categories. This is due to the fact that named entities 

are distributed across the item response theory (IRT) hierarchy in various categories. On articles data [20], 

the usage of named entities in text classification was used to categorize the categories of presidential election 

news depending on their nation of origin, resulting in an increase in the micro average F1 score for the 

closest category to 81.4%. 

 

 

3. PROPOSED METHOD  

A hierarchical text classification aims to classify each incoming document into zero, one, or several 

categories in the text hierarchy. One approach to this technology, SVM with combination scheme, has 

demonstrated significant benefits in a variety of text categorization tasks. SVM's performance is dependent 

on the kernel functions and slack variables used. To put it another way, optimizing the two parameters is 

crucial for optimizing the SVM algorithm [21]. 

The steps of this research method are depicted in Figure 1. This research uses a dataset gathered 

from Twitter Indonesian language and keywords that correspond to "traffic accidents". To see how the 

named-entity impacts the social media text categorization of traffic accident information, the classification 

technique will be coupled with the named-entity approach as a text representation. To clear data from noise, 

preparation is required early on. The final stage is to assess the model to see how named-entities affect the 

text classification model and which model produces the best results. 

 

 

 
 

Figure 1. Proposed method 

 

 

The hybrid schema is presented as a new schema that combines the word embedding and named 

entity schemas. As illustrated in Figure 2, the hybrid scheme is constructed by integrating sentence 

probability evaluations against labels. The computed ratio is then used to calculate the contribution of each 

scheme to the hybrid scheme, ensuring that the contributions are balanced and that the data prediction 

findings are as accurate as possible.  



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Analysis of named-entity effect on text classification of traffic accident data … (Anugrah Dwiatmaja Putra) 

1675 

 
 

Figure 2. Hybrid scheme concept 
 

 

4. RESULTS AND DISCUSSION  

4.1.  Data collection 

Entity tagging is the initial step before preprocessing. This enables the creation of diverse texts 

containing things that have significance but are deleted during preprocessing and/or are poorly 

comprehended by computers. Data from crawl results, as shown in Table 1, will be cleaned through many 

steps of the preprocessing model. The lower () method from Python's string module is used to fold the cases. 

Using the Python string package, superfluous characters such as emoticons, website URLs, punctuation 

marks, double spaces, and newlines are removed. Because the natural language tool kit (NLTK) library does 

not currently support Indonesian, the stemming process in Indonesian is carried out using the sastrawi library, 

which has shown to be fairly excellent at handling the Indonesian language stemming process. The NLTK 

library is used in the tokenizing process to divide sentences into lists with a space character separator. The 

NLTK and sastrawi libraries are used in the stopword elimination procedure. The stopword removal 

procedure will be strengthened by using two libraries, which will compensate for each other's inadequacies. 
 

 

Table 1. Example of crawling process result 
Column Example 

Created_At Thu Feb 22 18:09:57 +0000 2021 

Id 1397978397960065024 

Full_Text Dua Truk Adu Banteng Di Pati Bermula Saat Hino Coba Salip Motor, Begini Kronologinya.\N\Nselengkapnya Klik 
Tautan Berikut Ini. \N#Pati #Kronologi #Kecelakaan #Truk \N\Nhttps://T.Co/Vk1prhhdzp 

 

 

4.2.  Named-entities tagging 

Labeling named entities for the terms in the dataset completes this phase. In this study [22], the 

specified entity relates to various name-entities connected with traffic. This phase is completed by labeling 

named entities for terms in the data collection. In this study [22], the specified entity corresponds to various 

name entities that are associated with traffic. Table 2 lists the named entity categories that have been defined 

and have a strong relationship with the accident data. When tagging, the outcome of this group is utilized to 

create a named entity label group. The researcher created the labeling application using the Laravel 

framework [23] and the PostgreSQL database. Entity tagging is done on data that has been acquired in a 

certain length of time. Figure 3 and Figure 4 depict the outcomes of the tagging procedure. 
 

 

Table 1. List of named-entities annotated 
Entity Name Example 

DAT Date September, 2019, Besok 

LOC Location Rawamangun, Jakarta, China, Cipali, Semarang 
ORG Organization Lion Air, BUMN, Polri, Kemenhub 

TIM Time 15.24, Pagi, Malam 

VEH Vehicle Avanza, Innova, Boeing, Mobil, Bus 

 
 

 
 

Figure 1. Entity tagging process 
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Figure 4. Amounts of each entity 
 

 

4.3.  Data pre-processing 

Data processing is one of the most important aspects of the data analysis process, and it frequently 

necessitates more work and time [24]. In this phase, we'll tag named entities. This enables the creation of 

diverse texts containing things that have significance but are deleted during preprocessing and/or are poorly 

comprehended by computers. Data will be cleaned through many steps of the preprocessing model. The 

lower() method from Python's String module is used to fold the cases. Using the Python String package, 

superfluous characters such as emoticons, website URLs, punctuation marks, double spaces, and newlines are 

removed. The stemming process is an important pre-processing phase that, depending on the language 

employed, might be considered a tough step to complete. The amount of morphological complexity of a 

language can impact stemming outcomes [25]. Because the NLTK library [26], which is used for the 

stemming process, does not currently support Indonesian, the stemming process in Indonesian is carried out 

using the Sastrawi library [27], which has proved to be fairly competent in handling the Indonesian language 

stemming process. The NLTK library is used in the tokenizing process to divide sentences into lists with a 

space character separator. The NLTK and Sastrawi libraries are used in the stopword elimination procedure. 

The stopword removal procedure will be strengthened by using two libraries, which will compensate for each 

other's inadequacies. The number of entities calculated in each report is used as a parameter in the named 

entities and hybrid scheme. The FastText word embedding procedure is carried out with the use of pre-

trained Indonesian language models, which may be found at FastText's website [28]. Emoji removal, 

punctuation removal, case folding, stemming, stopword, tokenization, and representation of FastText words 

are all steps of data pre-processing that are executed using the Word2Vec model. The number of entities 

calculated in each report is used as a parameter in the NE and combination modeling techniques. Table 3 

shows the outcomes of the pre-processing. 
 

 

Table 3. The results of the pre-processing 
Processed Text Vectorized Text Entity Count Is Accident 

[bruk, kecelakaan, maut, libatkan, 2, mobil, 1... [0.117599905, 0.17269996, 0.9895, 0.51780003, ... [2, 0, 0, 0, 1, 3] 1 
[13, 14terjadi, kecelakaan, beruntun, jl, mayj... [-0.06250001, 0.3759, -0.045600012, -0.0926, 0... [1, 0, 1, 0, 0, 0] 1 

[kecelakaan, siang, jl, lahor, batu, kejadian,... [0.20839998, -0.07299999, -0.5571, 0.7532, 0.5... [1, 0, 1, 0, 0, 1] 1 

[kecelakaan, jl, raya, serang, pandeglang, tep... [-0.58949995, 0.09609996, 0.2997, 0.26459998, ... [2, 1, 2, 0, 0, 0] 1 

[jujutsufess, childhood, friend, merangkap, cr... [1.8680998, -1.1477001, 0.44889998, 1.4204, -0... [0, 0, 0, 0, 0, 0] 0 

 

 

4.4.  Training classification using the SVM algorithm 

The three techniques mentioned in the preceding section are used to classify the data: 

− Word embedding: The FastText Word Embedding model is used to provide the position value for each 

text when modeling using word representation. 

− Named entities: The quantity of each named entity in a text is used to identify the mix of entities in a text 

when modeling with entity tagging. 

− Hybrid: Combination is achieved by combining the two models mentioned above, which then predicts a 

text by comparing each model's contribution. 

The K-fold cross validation technique is used to validate the training outcomes. Cross validation is a 

technique that provides a systematic way for assessing model efficacy and comparing models to one another. 

This technique assumes that the model was trained on a separate dataset from the one that was used for 

testing. The model finds rules in one dataset and then values them in a another dataset. Model accuracy may 
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be objectively verified using the validation dataset, which provides information on genuine classification 

results [29]. The dataset for this procedure will be derived via data validation. This technique divides the 

dataset into ten sections and changes locations ten times as a 90% training fold and 10% validation fold. 

In this scheme, we examined the contribution ratios of each scheme, which ranged from 0.2 to 0.8. 

As a consequence, the best accuracy comparison was achieved when the word embedding scheme and the 

named entities scheme were combined at 0.85 vs 0.15. As a result of this comparison, the named entities 

scheme may give probabilities as a supplement to the hybrid scheme while maintaining a balanced 

contribution ratio value. The combination strategy is shown in Table 4, with SVM surpassing the other two 

by a score of 90.27%. This demonstrates that using named entities in the traffic accident report data 

categorization process as a supporting scheme for word embedding has resulted in a 2.70% increase in 

capabilities. The hybrid scheme has a cross-validation score of 81.98%. This demonstrates that the hybrid 

approach works effectively with fresh data. 
 
 

Table 2. Results of schema classification 
Schema Accuracy Score Cross Validation 

Word Embedding 0.875676 0.808069 

Named Entities 0.810811 0.794828 
Hybrid 0.902703 0.811595 

 

 

5. CONCLUSION AND FUTURE WORK 

The dataset includes of data in its original state, data labeling results for defined entities, 

pretreatment processing results, and word embedding representation results. An evaluation of the 

performance of each scheme is carried out with a model accuracy score based on the suggested modeling 

scheme to examine the influence of named entities on the categorization of traffic accident data. When using 

a hybrid strategy with the SVM model, the best accuracy results are obtained at 90.27%. This approach 

outperforms the categorization method based on traditional word embedding, which scored 87.57% in this 

study's comparison. It's likely that the named entity scheme provides explanation to the comprehension of 

sentences that aren't effectively represented by word embedding, allowing the result to improve. However, 

using the number of occurrences of named entities as an only input for text categorization produced poor 

results, with the lowest score of 81.08% when compared to alternative techniques. 

This dataset can be acquired and used in the future for research. Labeling the data for training is 

required to improve machine learning with a broader data range. Additional machine learning approaches, 

such as deep learning, can be enabled by incorporating sufficient training data. It's also possible to broaden 

the labeling options for Named Entities. Because the proposed hybrid method largely depends on data from 

named entity labels, accurate labeling of named entities is required to offer good sentence interpretation. It is 

believed that the computer would be able to comprehend the meaning of the word in its context in greater 

depth, while remaining a single entity. Collecting data from sources other than Twitter, on the other hand, is 

advised in order to create bigger and more varied databases. 
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