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Abstract 
This paper proposes a novel fast intra-prediction algorithm that exploits the Sobel operator to 

replace the Hadamard transform used in the Rough Mode Decision (RMD) process of intra prediction in 
High Efficiency Video Coding (HEVC). First, the Sobel operator is used to calculate the vector direction of 
each pixel. A judgment is then made on which prediction mode the vector belongs to, and a histogram is 
applied in the scheme to generate the statistics of prediction modes for each prediction unit. Finally, the 
prediction mode candidates are placed in the candidate list for the rate-distortion optimization process. 
Experimental results show that our proposed algorithm for RMD significantly reduces the complexity of the 
encoder with an acceptable degradation of quality and BD-rate compared with HM7.0. 
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1. Introduction 

High Efficiency Video Coding (HEVC) [1] provides significantly better video coding 
efficiency than the last generation video coding, that is, Advance Video Coding (AVC). Under 
the condition of maintaining the same video quality, the goal of HEVC is to reduce bit-rate 
demand by 50% compared with AVC at the expense of increased computational complexity, 
which is in an accepted range. 

Although HEVC still belongs to the block-based hybrid video coding framework, it 
provides a highly flexible hierarchy of unit representation [2], which includes three block 
concepts, namely, coding unit (CU), prediction unit (PU), and transform unit (TU). CU is a unit 
similar to the macroblock. CU can be split and is always square. The dimension of CU ranges 
from 8x8 up to the largest coding unit (LCU). The definition of CU allows itself to split into four 
equal-sized PU is a basic unit used for carrying information related to the prediction process. PU 
can only be used in CU. PU has two sizes that are supported in intra prediction, namely, 2N×2N 
and N×N. In addition to CU and PU, TU is a unit related to transformation and quantization and 
its size cannot exceed that of CU. Based on the recursive structure, the encoder must exhaust 
all combinations of CU, PU, and TU to determine an optimal solution. However, this process is 
time-consuming. 

To improve the efficiency and accuracy of video coding, HEVC provides up to 34 
prediction modes  for intra prediction [3], which far exceeds the nine prediction modes of AVC. 
HEVC uses rate-distortion optimization (RDO) technique to decide the coding mode for a CU. 
Figure shows the RDO process. As can be seen from Figure, to choose the best coding mode 
for an CU, HEVC encoder calculates the rate-distortion cost (RD cost) of every possible mode 
(34 or 17 modes), after that HEVC chooses the mode which has the minimum value. This 
process is repeatedly carried out for all the possible modes for  CU. However, the encoder 
cannot afford the total computation if all the 34 prediction modes pass through the RDO 
process. Therefore, release the computational burden of RDO in HEVC is far more demanding 
than any existing video coding algorithm. The Hadamard transform is used in HM7.0, and three 
or eight candidates are selected through a Rough Mode Decision (RMD) process to reduce the 
computation of the encoder. All prediction modes in the RMD process are tested using the 
minimum absolute sum of Hadamard Transformed coefficients of residual signal [4]. RDO is 
then applied to every candidate mode selected by the RMD process. However, the computation 
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of the encoder process is still very huge despite the application of the Hadamard transform in 
the RMD process. Thus, reducing the number of candidates for RDO is necessary to minimize 
the computational burden of the encoder. For example, for this reason, a fast algorithm is 
proposed in this study to replace the Hadamard transform in HM 7.0. HM 7.0 made many 
optimizations on the foundation of other HEVC Test Models. Some of these optimizations on 
intra prediction will be discussed in section 2. 

The remainder of this paper is organized as follows: Section 2 briefly describes intra 
prediction in HEVC. Section 3 introduces the algorithm and the principle of the fast intra 
prediction process. Section 4 presents the experimental results. Finally, the last section 
presents the conclusion. 
 
 
2. Intra Prediction in HEVC 

Figure 1 shows that the intra coding tool of HEVC provides up to 34 prediction modes, 
as well as the planar mode for the luma component of different PU sizes. In HM7.0, PU sizes of 
4×4, 8×8, 16×16, 32×32, and 64×64, correspond to 18, 35, 35, 35, and 35 prediction modes.  
However, in previous visions, there are just 4 prediction modes for 64×64. This optimization is 
very important for the video which have large blocks, at this case LCU will be chosen as the 
best CU [5]. So this optimization can offer us better prediction modes, and lower the BD-rate. 

 
 

 
 

Figure 1. 35 prediction modes 
 
 

Based on the 4×4 prediction unit illustrated in Figure 2, we can make a rough judgment 
from its luma texture. The prediction vector is the same as the arrow. The RMD process should 
find a way to select candidates from the 34 prediction modes and try its best to make the 
optimal mode is one of these candidates. 

 
 

 
 

Figure 2. Illustration of a 4x4 PU 
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The following intra prediction process must be performed to select the best intra 
prediction mode for the luma component of each PU. The first step is an RMD process, which 
will make a rough decision on the choice of the best prediction mode. HM7.0 then applies the 
Hadamard transform. Afterward, the prediction cost Jpred,SATD is calculated for all possible 
prediction modes, and several prediction modes with lower costs are  chosen as candidate 
modes. The different prediction unit sizes [6] of 4×4, 8×8, 16×16, 32×32, and 64×64 have 8, 8, 
3, 3, and 3 candidate modes, as listed in Table 1. After that, a process of MPM is adopted. In 
previous editions, the MPM process has two candidates, however there are three candidates in 
HM7.0. What's more, the MPM process has changed tremendously. In HM7.0, the MPM 
process does not just simply push the intra directions of above and left PU into the candidate 
list.  The MPM process of HM7.0 make the most use of the above and left prediction modes 
through a weighted coefficient when above and left prediction modes are equal. Finally, the 
selected modes are placed in the candidate list, which is used for the RDO process. The 
flowchart of RDO is shown in Figure 3. 

 
 

Table 1 Number of prediction modes after the process of RMD 
PU size Number of prediction modes 

4x4 
8x8 

16x16 
32x32 
64x64 

8 
8 
3 
3 
3 

 
 
Since the HM7.0 has three MPM [7] which is more than other editions, the 

computational burden is more than other editions. Release the burden of the encoder is the key 
point of this proposed algorithm. 

 
 

 
  

Figure 3. The process of RDO 
 
 
3. Fast Intra Prediction Algorithm 

Our proposed algorithm introduces a new method for the RMD process, which intends 
to reduce the number of candidates and the computation load. The flowchart of the algorithm is 
shown in Figure 4. 

The core of this algorithm utilize the texture of a CU to make out which prediction mode 
is most probably be the best mode. We found that the pixels (both luma and chroma) along the 
direction of local edge nearly have the similar values. Therefore by predict the pixels using 
those neighboring pixels in the same direction of the edge, a prediction mode can be got. After 
that an edge map which represents the vector of local edge is created, and a local edge 
direction histogram is then established for each CU. 

Since texture is the core of edge detection, the proposed algorithm will use the Sobel 
operator as the core algorithm for its excellent performance when used in edge detection [8]. 
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Figure 4. Algorithm flowchart 
 
 
The formula of Sobel operator is given by (1), and matrix A is a 3×3 pixel unit. 
 

1, 1 1, 1, 1

, 1 , , 1

1, 1 1, 1, 1

1 0 1 1 2 1

2 0 2 *   , 0 0 0 * , 

1 0 1 1 2 1

i j i j i j

x y i j i j i j

i j i j i j

p p p

G A G A A p p p

p p p

    

 

    

        
            
             

 (1) 

 
Two convolution kernels exist for the Sobel operator, and each kernel is related to the 

degree of difference between the horizontal and vertical directions [9]. The corresponding 
direction vector  {dxi,j,dyi,j} for a luma pixel in a picture is defined as: 

 

, 1, 1 , 1 1, 1 1, 1 , 1 1, 12i j i j i j i j i j i j i jdx p p p p p p                 (2) 

 

, 1, 1 1, 1, 1 1, 1 1, 1, 12i j i j i j i j i j i j i jdy p p p p p p                 (3) 

 
The degree of difference on the horizontal and vertical directions are correspondingly 

represented by dxi,j and dyi,j. The magnitude of the vector is accurately presented by (4). In 
addition, (5) is adopted when the computation load is considered. 
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The angle of vector   is presented by (6). In fact, (7) can be used to present the angle of 

the vector because it is a simpler threshold technique for building up the edge direction 
histogram. 
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After obtaining the vector in a coordinate system, Figure 5 shows how to make the 

decision on which prediction mode the vector belongs to. The region boundary of the two 
adjacent prediction mode vectors is the bisectrix of the two vectors. So if a vector is in the area 
between one prediction mode and a bisectrix, it will be judged to belongs to the prediction 
mode. Taking Figure 5 as an example, the vector we got is in the area between the prediction 
mode 3 and the Boundary line of the judgment, So the vector belongs to mode 3, and (5) is the 
corresponding magnitude. 
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Figure 5. Illustration of the boundary line for prediction mode judgment 
 
 

The first step is calculate the vector of every pixel in a LCU which will be operated, and 
put the data of  these vector into two array(one array stores magnitudes, another stores angles). 

After that  the process goes into a recursive structure, in this structure, PU with the size 
of 64×64, 32×32, 16×16, 8×8, 4×4 will get the vector of every pixel in each PU from the arrays 
which we got in the first step, and make the judgment which prediction mode the vector belongs 
to. 

The next step is creating a histogram. Figure 6 shows that a histogram was used to 
count the sum of the magnitude of each prediction mode in a PU. The X-axis contains the 
prediction modes, whereas the Y-axis contains the sum of the magnitude of each prediction 
mode in a PU. The highest and the second highest prediction modes in the histogram are then 
chosen (Taking both BD-rate and coding time into consideration, two candidates are a better 
choice than one or three candidates) as the candidates for RDO. Though it is not 
mathematically corresponding to plane prediction to any directional edge, we can for sure 
associate the prediction to its respective edges. Therefore, it is fairly reasonable for us to try 
plane prediction if it is not obviously a DC prediction. In Figure 5, as an example, prediction 
modes 6 and 9 are chosen as the candidate modes. Finally, the two modes are placed in the 
candidate list. 
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Figure 6. Edge direction histogram 
 
 
4. Experimental Results 

In this experiment, 300 frames of each sequence are coded to test the performance of 
proposed algorithm, and every frame is intra coded. A computer which has 2.8GHz core is used 
to do this experiment. 

The experimental results [10] of this study are presented in Tables 2, which show that 
the proposed algorithm saves 16.5% on average coding time and the BD-rate increases by 
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approximately 1.122% in high efficiency (HE) test conditions, respectively. The results in 
Classes A and B are better than those in other test sequences. Therefore, the proposed 
algorithm performs better under a high graphics condition. 

To calculate the time saving of the fast intra-prediction algorithm, the following 
calculation is defined to evaluate the time differences. We take THEVC present the coding time 
used by HM7.0 encoder, correspondingly Tpro be the time taken by the faster intraprediction 
algorithm, and is defined as: 

 

%100
T

TT
Time

HEVC

ProHEVC 


  (8) 

 
 

Table 2. Result in HE test condition 

 
All-Intra HE 

Y 
BD-rate 

U 
BD-rate 

V 
BD-rate 

△Time 

Class A 0.73% 0.0 0.3% -15.7% 
Class B 0.4% 0.0% -0.15% -16.9% 
Class C 1.245% 0.45% 0.775% -16.7% 
Class D 2.025% 1.125% 0.575% -16.8% 
Class E 1.21% 1.1% 0.8% -16.1% 
All 1.122% 0.535% 0.46% -16.44% 

 
 
The Rate-Distortion (RD) curves of ParkScene and RaceHorses are  shown in Figures 

7, 8. The curve of the proposed algorithm is very close to the curve of HM7.0. In addition, the 
efficiency of ParkScene is better than that of  RaceHorses. 

 
 

 
 

Figure 7. RD Curves of ParkScene (Class B 1920×1080HE) 
 
 

 
 

Figure 8. RD Curves of RaceHorses_832×480_30 (Class C 832×480 HE) 
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Figure 9 shows that the reconstructed image quality difference between HM7.0 and the 
proposed algorithm is almost negligible under the HE test condition. 

 
 

 
(a) Reconstructed by HM7.0(HE) 

 

 
(c) Reconstructed by proposed algorithm(HE) 

 
Figure 9. The difference between HM4.0 and proposed algorithm (RaceHorses) 
 
 

5. Conclusion 
This paper proposed a fast intra prediction mode decision algorithm for HEVC, which 

was achieved using the Sobel operator and by reducing the number of prediction mode 
candidates for RDO. The experimental results in Section 4 show that the proposed algorithm 
can reduce the complexity of the encoder and that the video quality loss is almost negligible 
compared with HM7.0. In addition, the proposed algorithm achieved up to 19.8% reduction in 
coding time with negligible degradation of quality and BD-rate. 
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