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For the last few decades, thermal comfort has been considered an aspect of sustainable
building evaluation methods and tools. However, estimating the indoor air temperature
of buildings is a complicated task due to the nonlinear behaviour of heating, ventilation
and air conditioning systems combined with complex dynamics characterized by the
time-varying environment with disturbances. This issue can be alleviated by modelling
the building dynamics using Gaussian processes since it also measures the uncertainty
bounds. The main focus of this paper is designing a predictive and probabilistic room
temperature model of buildings using Gaussian processes and incorporating it into
model predictive control to minimize energy consumption and provide thermal com-
fort satisfaction. We exploited the Gaussian processes’ full probabilistic capabilities as
the mean prediction for the room temperature model and used the model uncertainty
in the objective function not to lose the desired performance and to design a robust
control scheme. We illustrated the potentials of the proposed method in a numerical

example with simulation results.
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1. INTRODUCTION

There is an urge for more intelligent living comfort due to recent technologies that lead us towards
the smart city that can provide better living through enhancing the integration of the quality and economic
conditions by implementing information systems at different infrastructures of a city. Intelligent energy is one
of the primary critical concepts of a smart city, where building residents consume significant energy for gaining
thermal comfort [1]]. Because of the disintegrate character of the building dynamics in terms of optimization
and control, achieving an energy-efficient building climate control scheme that integrates fully automated heat-
ing, ventilation, and air conditioning (HVAC) services is still an open question. In building climate control
problems, HVAC systems keep room temperature within a comfortable range. For decades, thermal comfort
has been considered an aspect of sustainable building evaluation methods and tools [2], [3]. However, esti-
mating the indoor air temperature of buildings is a complicated task due to the HVAC system’s nonlinear and
complex dynamic characterized by the time-varying environment with disturbances. Developing the building
model is the most primary and time-consuming task when the modelling technique relies on physics-based and
grey-box methods [4] based on energy and mass balance partial differential equations. On the other hand, the
recent developments in machine learning (ML) techniques and the increasing data accessibility, thanks to smart

Journal homepage: http://ijeecs.iaescore.com



Indonesian J Elec Eng & Comp Sci ISSN: 2502-4752 a 1307

and accurate sensor measurements, in buildings have empowered the study of data-driven building models due
to their simplicity, modern stage of automation, and less engineering effort. In these circumstances, several
research works have been investigated considering the time-varying user comfort preference [5], the contin-
uous electricity supply to the consumer in the presence of random operation in building energy consumption
based on artificial neural networks in a smart grid [6]. Optimized energy and comfort management scheme for
intelligent and sustainable buildings is provided in [7]. A comprehensive review focusing on thermal comfort
predictive models and their applicability for energy control purposes is analyzed in [8].

Building climate control must be balance three conflicting demands such as energy efficiency, cost
and thermal comfort. Model predictive control (MPC) is an optimal control method to design control law by
minimizing a performance index while handling these demands. MPC has been implemented successfully in
several directions of building control and operation strategies [9], [10]. Better thermal comfort and more en-
ergy savings compared to other control techniques can be achieved by combining MPC and ML such as neural
networks [[11], random forest [[12]], support vector machines [13]. However, designing accurate building en-
ergy/temperature models is the cornerstone to developing MPC for whole building operation and control due
to the presence of external disturbances. This issue can be alleviated by modelling the building dynamics using
Gaussian processes (GPs) since it also measures the uncertainty bounds. Unfortunately, most GP based control
laws do not take advantage of this information [[14]], [15]. The main focus of this paper is designing a predic-
tive and probabilistic room temperature model of buildings using GPs. We exploit the GPs full probabilistic
capabilities as the mean prediction for the room temperature model and use the model uncertainty in the MPC
objective function not to lose the desired performance and to design a robust controller.

We organize the remainder of this paper as follows: We start with introducing the preliminary back-
ground of MPC formulation, data preparation, and a methodology for constructing a predictive and probabilistic
building model using GPs in section[2] A theoretical analysis of designing an intelligent control combining GP
with MPC scheme for building climate control problems is presented in section[3] Afterwards, the potentials of
the proposed control scheme are demonstrated in simulation with some numerical results in section i Finally,
the conclusions of our work are drawn, and further research challenges are discussed in section@]

2. THE COMPREHENSIVE THEORETICAL BASIS

This section starts with the preliminary theory for MPC problem formulation and followed by a data
preparation process for building dynamics. Since dynamics of a building is complex and computationally
lighter prediction model is desired, we should take care of features that provides as much information as
needed. Then for given data, the methodology for designing predictive and probabilistic models using GP
is explained. The main reason for selecting GP as a prediction model, because GP can handle uncertainties
affected to the building dynamics.

2.1. MPC scheme
Consider the following classic MPC optimization problem with input and output constraints:

Np—1
%ﬂg E er(Yr+1+t|t’Xr+1+t|t7ur+t|t767+1+t\t) (D
’ =0
= d G
St X144t = f(Xr+t\t;uT+t\t, T-s-t\t) T el
min max Np—1
Wiy < Urefe < Upiyy Tely
N,
Yritlt = OXppg)t + Vet Tel}”
min max N,
= Erptlt T Yottt S Yottt S Yrig)e T Erttft Tel}”
N
€rttjt = 0 Tel”

where ¢ is the current time instant, N}, the prediction horizon, ]IZ denotes set of integer numbers in the interval
[a,b], U = [ug, ..., uy,_1] is the sequence of manipulated variables u,,; € R™ to optimize, X, ; € R"*
is the state vector at 7-steps ahead, y;; € R™¥ is the output vector, d 4, € R"¢ is a disturbances impacting
on the prediction model described by f : R™» x R™« x R"@ — R"» £ : R™ x R" x R"* x R™ — R>( are
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convex stage cost functions, and E = (e, .. ., ex) includes auxiliary variables €;, € R.Y used to soften output
constraints, which is called slack variable vector. -

MPC is a control technique that selects optimal control action based on the future state predictions
of the system model. Optimal control actions are calculated by solving an optimization problem so that an
objective function is minimized and constraints are satisfied in every step of a controlled system. Then the only
first sample of the commanded inputs is applied to the system as its optimal input. This process is repeated
all over again to calculate the control signal in every step [L6]. The development of the model to predict the
outputs/states in the MPC objective function is the most primary and time-consuming task of MPC design.
However, the recent developments in ML techniques and the increasing data accessibility, thanks to smart and
accurate sensor measurements, in buildings have empowered the study of data-driven models [[12]], [[14] as we
discuss below.

2.2. Data preparation

To provide thermal comfort in buildings, HVAC systems are usually manipulated to keep room tem-
perature within a comfortable range. However, designing a proper controller to minimize cost in the building
system while preserving thermal comfort is challenging task due to the HVAC system’s complex dynamic
characteristics, uncertain and time-varying environment, and disturbances. For this reason, the data acquisi-
tion system e.g. supervisory control and data acquisition (SCADA), has to be set up in such a way that the
gathered data should comprise information both from inside (power consumption, water flow and water tem-
perature, human occupation, and C'O5 level) and outside (air temperature, air humidity, solar radiation, outside
wall temperature, and wind speed) the building. One option to correlate these features is to employ nonlinear
autoregressive model with exogenous input (NARX) model architecture [[15] that incorporates historical in-
formation up to a certain lag order. Then a training dataset D of N samples consisting of input-output pairs
D = {Xj, 1,14, Y} is collected as Xy ;. 1, = [X1,X2,. .., XN]1, 1,0, a0d Y = [y1,y2,...,yn] with:

villy) =Wl 1.yl )i =1,2,... Ny
wi(ly) = [uf ... uf ) L k=1,2,...N,. )
d;(lg) = [dF,...,d!, |,h=1,2,... N,.

» Yi—lg

X = [yi(ly) ui(lu) di(ld)] =

where y € R™v is power/temperature measurement vector, u € R"« is heating/cooling set-point vector, d €
R™ is external disturbance vector affecting to the building dynamics, IV,. € R is the total number of rooms,
N, € Riis the total number of control inputs, Vg € R is the total number of disturbance parameters, and [,
lu, lg € R are corresponding minimal auto-regressive lags to be determined by feature selection algorithms as
we discuss next.

The feature selection process is one of the most critical steps in prediction problems since it finds
the smallest subset that significantly affects the prediction error and maximizes the likelihood measure of the
approximated model. The accuracy of the prediction model dramatically depends on the quality of data and the
relevancy of features [[17]. A review paper [18]] summarizes feature selection applications in building energy
management, including filter method [19]], wrapper method [20], and embedded method [21]. However, these
methods are very general and quite conservative in terms of learning speed. We adopt the algorithm proposed
in [22] to select the minimum lag orders to get the most informative features by maximizing the relevancy of
the features on the buildings’ load consumption and thermal comfort settings.

2.3. Learning building model with Gaussian processes

A Gaussian process is an assembly of stochastic variables that any finite collection of these variables
follows a multivariate normal distribution over functions with a continuous domain. The Bayesian inference of
continuous variables leads to Gaussian process regression where the prior GP model is updated with training
dataset to obtain a posterior GP distribution [23]]. Due to the possibility to include prior knowledge making
the method more attractive as compared to other regression algorithms, GP models have been employed in
different research fields [24]]-[26]. This section provides the necessary background about GP and framework to
build a probabilistic and predictive model for regression problems mainly, adopted from [27]], [28]].

2.3.1. Probabilistic model
Let a triple (2, U,,P) describe a probability space consisting of sample space €, corresponding
a-algebra W, and the probability measure P. Then a stochastic process can be expressed by a measurable
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function ®.p(x) in X C 2, which is fully described by mean function p : X — R and covariance function
K: XXX >R

Bp(x) ~ GP((x), k(x, X)) 3)
(x) = B (x)] o
R(x,%) = E[(@as(x) — u(x)) (Dop(x') — u(x))]. (5)

with pair (x,x’) € X. The mean function of the GP distribution illustrates the point where the samples are
more likely located, while the variance of the G/P distribution comes from measuring the correlation of any
two samples (x,x’) that is calculated by the covariance function. We refer to [28] for a variety of mean and
covariance functions.

Despite the absence of the existence of the probability density function of the GPs, their finite collec-
tion follows multivariate Gaussian distribution. This property allows us to write samples as a joint multivariate
Gaussian distribution with a mean y and variance o2

Yi = (I)GP(XZ') ~ QP(M(Xz), 0—2(Xi))7 i= ]-7 27 cee N. (6)

2.3.2. Predictive model

The GP can be utilized as a prior probability distribution in Bayesian inference [28], allowing function
regression to perform. A new given test sample x, € X is combined with existing training samples based on
the Bayesian framework to obtain a posterior distribution for y, € ). For the batch of random variables
[Y1,---,YN,Y*] € Y, we write:

y1 p(x1)
Y2 1(x2) K K,
~GP SR (7)
T
YN nixn) | [T
Y« P (X))
with the covariance matrices:
k(x1,%x1)  K(X1,%X2) ... K(X1,XN)
K(x2,%x1) K(X2,X2) ... £K(X2,XN)
K =r(X,X) = , . , € RV*N (8)
k(Xn,X1) K(Xn,X2) ... K&(XN,XN)
Ky = [K(x1,%X4), - - -, 6(xn, %4)]T € RV*L is the vector of similarity measure between the training samples

and the samples and x, = k(X,,X,) € R is the self-covariance of the test sample. From , we can deduce
that the Gaussian prediction y, for the new input x, with the mean (i, (x, ) and the variance Uf (z4) is given as
follows:

Y= (I)(;P(X*) ~ g’P(,U*(X*),UE(X*)) 9)
i (34) = () + KTETHY = (X)) (10)
o2(x,) =Ky — KTK7IK, (11)

3. RESEARCH METHOD

This section deals with the optimal control problem for building indoor climate using MPC method-
ology applied to stochastic dynamic process. For this purpose, a GP model is used to learn the building model
and integrated into the MPC scheme to design a robust control using variance information of the GP model.
Building climate control must balance three conflicting demands: energy efficiency, cost, and thermal comfort.
MPC is an optimal control method to design control law by minimizing a performance index while handling
these demands. However, designing accurate building energy/temperature models is the cornerstone to devel-
oping MPC for whole building operation and control due to the presence of external disturbances. This issue
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can be alleviated by including the variance term into the MPC optimization objective enabling the design of a
robust controller thanks to the availability of uncertainty prediction in GP modelling.

One of the significant constraints that should be encountered for the building climate control problem
is human thermal comfort. There exist two types of methods to introduce this constraint to the problem:
predicted average vote of room users [29] and thermal bounds [30]. Treating MPC with the former type
as a constraint or objective function increases the computational burden of the optimization problem. For this
reason, we consider the latter as a thermal constraint with linear upper and lower bounds in our proposed control
problem. We are interested in the use of GPs for predicting the room(s) air temperature y as a function of the
previous temperature measurements, forecasted weather disturbances d (solar radiation, outside air temperature
and internal heat gains) and manipulated variables u. The control task is to keep the room temperature within
a predefined comfort range by commanding a set of different actuators u such as heating, cooling, ventilation
and air conditioning. The goal is to select the optimal control inputs automatically using GP based MPC while
satisfying the comfort requirements and minimizing energy costs coming from manipulated set-points. To this
end, consider the following GP model-based MPC optimization problem:

Np—1
. 2 2 2 2 2
min E lyrserrelley + oo, + areellQ, + llertitellQ. 12)
’ T7=0
Np—1
St Xy = [yT+t|t oo Yoyttt Wrgtfe -eo Wrp, 4tft d-r+t+1\t cee dT—ld+1+t|t] T E Ho
T -1 Np—1
Yrtt+1t = Ht(XT+t\t) + ICT+t\tICz (Yz - #t(Xt)) Tely”
2 T -1 Np—1
Oriri)e = Brie)t — Koo o o " Krgage Tely”
min max Np—1
Wrig)e < Urgge S Uiy Tely”
min max N,
—Crpt)t T Yrge)t S Yottt S Yrrele T Erteft Tel”
N,
€rttjt > 0 Teh”

where HSH2Q = 57 Qs is a weighted quadratic norm and Q., Q,, Q., Q. are corresponding positive definite matrices. The
summary of GP based MPC scheme is given in the algorithm 1.

Algorithm 1: GP based MPC at a time step ¢

Input: Trainig data: D, = {X;,Y,}, autoregressive lags: l,,, l,,, l4, GP model components: mean and
covariance functions.
Output: u,
1 calculate the matrices ;' and ps(X;)
2 solve MPC problem (12)) online for wuy,..., Ui, —1
3 apply only u; to the building

4. NUMERICAL RESULTS AND DISCUSSION
In this section, we illustrate the potentials and advantages of the proposed method on a simulation example using
a simplified version of the building given in [31]. We consider the following discrete nonlinear system:

X¢+1 = Ax; + Buy + Ed,
(13)
yi =OCx¢ + vy
0.8511 0.0541 0.0707 0.070 0.02221 0.00018 0.0035 01"
with A = |0.1293 0.8635 0.0055|, B = |0.006|, £ = [0.00153 0.00007 0.0003| ,C = |1
0.0989 0.0032 0.7541 0.004 0.10318 0.00001 0.0002 0

the primary purpose of the control task is to achieve temperature y comfort while minimizing energy consumption by
manipulating the control signal u. In order to solve both classic MPC (I) and GP based MPC (12) problems, we use the
values of variables frequently used throughout this paper and summarized in Table 2 for this particular problem. We solve
nonlinear optimization problems associated with both MPCs using the IPOPT algorithm in the CasADi framework [32] and
execute all simulations in MATLAB 2018b on a machine equipped with an Intel Core i5-5200U (2.7GHz) processor.
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Table 1. Meaning and values of the variables used in control optimization problems

Variable Units Description Control setup

x °c Indoor wall/room/outside wall temperatures States

u [W/m?] Heating set-point Control input

d °c, W/ m?2]  Outside temperature, solar radiation, internal heat gain ~ State disturbances
umin =0 [W/m?] Minimum heating capacity Input constraint
u™in = 30 [W/m?] Maximum heating capacity Input constraint
y [°cy Room temperature Output

ymin =21 [°cl Lower comfort boundary Output constraint
y™mex =23.5 [°c Upper comfort boundary Output constraint
v ~ N(0,0.02) °ci Measurement Gaussian noise Output disturbance
€ [°C Comfort band violation Slack

To learn the GP model in (@), we generate the data of M = 2000 samples as follows: () the control signal u
is frozen for three consecutive time steps with uniform distribution in the magnitude between u™™ and u™?* as specified
in Table E], (27) obtained signals are applied to the building model described by (I3), and the corresponding measure-
ments are collected. We use Mirain = 0.6M samples for learning the hyprerparameters of the GP model, while the rest
Miest = 0.4M samples are used to measure the accuracy performance of the specified model. We validate the GP model by
measuring the prediction accuracy using the widely used normalized root mean square error (NRMSE) and mean standard
log loss (MSLL) provided in [28]. The smaller the former metric is, the better the accuracy is, while this holds vice versa
for the latter metric. GP models with zero mean are common in practice, so we set ;4 = 0 and look for a proper covariance
function candidate by considering several combinations of corresponding autoregressive lags. We choose the composite
covariance function that is the sum of squared exponential and rational quadratic covariance functions with /,=2, [,,=2, and
14=0 as it performs better accuracy compared to other candidates, see Table 2]

Table 2. GP modeling accuracy results (NRMSE/MSLL) on the training data for different autoregressive lags
and covariance functions (se - squared exponential, rq - rational quadratic)

Covariance Autoregressive lags

function ly=3,1u=2,lg=1 1y=2,1,=2,143=0 14=2,14=1,1g=1 ly=1,1lu=1,14=1 Iy=1,1,=1,14=0
se 0.061/-1.770 0.002/-4.124 0.017/-2.946 0.045/-1.122 0.108/-1.360
se+rq 0.045/-1.910 0.001/-4.829 0.024/-3.846 0.035/-1.208 0.096/-1.642
rq 0.061/-1.770 0.115/-1.284 0.097/-2.556 0.067/-1.520 0.137/-1.595

Figure[T[a) illustrates trajectories used during the training and corresponding uncertainty regions predicted by the
GP model where the mean values are indistinguishable from the true ones, while Figure Ekb) shows control signals applied
to the system. Moreover, the robustness of the chosen GP model is tested with different Gaussian noises v = and the
corresponding trajectory forecasts are demonstrated in Figure PJa) and Figure P{b), respectively. One can notice that the
uncertainty region enlarges as the noise variance increases. For the sake of better visualization, we cut the first 200 samples
off in all Figures. The classic MPC with N, = 10 and the LTC-MPC controllers are tested in simulation by running a
temperature from a feasible initial state yo = 22 [°C] and simulation results are obtained for 150 hours. Figure a) shows
that the GP-MPC scheme is able to keep the temperature within the thermal comfort margins, whereas a good closed-loop
performance is recovered as depicted in Figure [3(b) by using the variance prediction preview information to compute the
objective function.

Room temperature [°C]

Heating input [W/m?]

100
time [h]

(b)

Figure 1. The prediction accuracy of the GP model for the training data: (a) top plot draws the true (blue), the
predicted mean p (yellow) and 95 % confidence intervals ;1 4+ 20 (gray) values, while bottom plot shows the
absolute error e between true and predicted values and (b) control signal

time [h]

()
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Figure 2. Effects of introducing different Gaussian noises to the system output: (a) v ~ A(0,0.02) and
(b) v ~ N(0,0.01)
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Figure 3. The closed-loop performances of classic MPC and GP based MPC laws: (a) room temperature and
(b) heating input

S. CONCLUSION

This paper discussed the use of Gaussian processes for predictive and probabilistic modelling of a building’s
complex dynamics for thermal comfort. We learned a GP model that predicts a room air temperature as output for a given
input vector which is the combination of the previous temperature measurements, forecasted weather disturbances such as
solar radiation, outside air temperature and internal heat gains, and manipulated heating set-point. MPC strategy based
on GP model was implemented to obtain optimal heating set-points providing user predefined min-max thermal comfort.
We exploited the GP model’s mean prediction for the room temperature and used the corresponding provided uncertainty
bounds in the MPC objective function not to lose the desired performance as compared with classic MPC law in simulation
results. Our future work will be devoted to studying robustness analysis of GP based MPC scheme if an uncertain weather
forecast is provided and one of the measuring sensors is broken.

ACKNOWLEDGEMENT

The authors are grateful to Turin Polytechnic University in Tashkent for providing access to downloading sources
for this research and the necessary tools to run simulations.

REFERENCES

[1]  S. R. Salkuti, “Smart cities: Understanding policies, standards, applications and case studies,” International Journal of Electrical
and Computer Engineering (IJECE), vol. 11, no. 4, pp. 3137-3144, 2021, doi: 10.11591/ijece.v11i4.pp3137-3144.

[2] S. Gauthier, “The role of environmental and personal variables in influencing thermal comfort indices used in building simulation,”
in Proceedings of BS2013: 13th Conference of International Building Performance Simulation Association, 2013, pp. 2320-2325.

Indonesian J Elec Eng & Comp Sci, Vol. 26, No. 3, June 2022: 1306-1314



Indonesian J Elec Eng & Comp Sci ISSN: 2502-4752 0 1313

[3]
[4]
(5]
(6]

(7]

[8]
[9]
[10]
[11]

[12]

[13]

[14]

[15]

[16]
[17]

[18]
[19]
[20]
[21]
[22]
(23]
[24]
[25]

[26]

[27]

[28]
[29]

[30]
[31]

[32]

E. Halawa and J. V. Hoof, “The adaptive approach to thermal comfort: A critical overview,” Energy and Buildings, vol. 51, pp.
101-110, 2012, doi: 10.1016/j.enbuild.2012.04.011.

Y. Li, Z. O’Neill, L. Zhang, J. Chen, P. Im, and J. DeGraw, “Grey-box modeling and application for building energy simulations - A
critical review,” Renewable and Sustainable Energy Reviews, vol. 146, 2021, doi: 10.1016/j.rser.2021.111174.

Y. H. Hsiao, “Household electricity demand forecast based on context information and user daily schedule analysis from meter
data,” IEEE Transactions on Industrial Informatics, vol. 11, no. 1, pp. 33—43, 2015, doi: 10.1109/T11.2014.2363584.

E. Jarmouni, A. Mouhsen, M. Lamhammedi, and H. Ouldzira, “Energy management system and supervision in a micro-grid using
artificial neural network technique,” International Journal of Power Electronics and Drive Systems(IJPEDS), vol. 12, no. 4, pp.
2570-2579, 2021, doi: 10.11591/ijpeds.v12.i4.pp2570-2579.

G. Serale, M. Fiorentini, A. Capozzoli, D. Bernardini, and A. Bemporad, “Model predictive control (MPC) for enhancing building
and hvac system energy efficiency: Problem formulation, applications and opportunities,” Energies, vol. 11, no. 3, 2018, doi:
10.3390/en11030631.

A. Dounis and C. Caraiscos, “Advanced control systems engineering for energy and comfort management in a building environ-
ment—a review,” Renewable and Sustainable Energy Reviews, vol. 13, no. 6, pp. 1246-1261, 2009, doi: 10.1016/j.rser.2008.09.015.
F. Oldewurtel et al., “Use of model predictive control and weather forecasts for energy efficient building climate control,” Energy
and Buildings, vol. 45, pp. 15-27, 2012, doi: 10.1016/j.enbuild.2011.09.022.

A. Afram and F. Janabi-Sharifi, “Theory and applications of hvac control systems - a review of model predictive control (MPC),”
Building and Environment, vol. 72, pp. 343-355, 2014, doi: 10.1016/j.buildenv.2013.11.016.

J. Liang and R. Du, “Thermal comfort control based on neural network for HVAC application,” in Proceedings of 2005 IEEE
Conference on Control Applications, 2005. CCA 2005., 2005, pp. 819-824, doi: 10.1109/CCA.2005.1507230.

F. Smarra, A. Jain, T. de Rubeis, D. Ambrosini, A. D’Innocenzo, and R. Mangharam, “Data-driven model predictive control us-
ing random forests for building energy optimization and climate control,” Applied Energy, vol. 226, pp. 1252-1272, 2018, doi:
10.1016/j.apenergy.2018.02.126.

H. Xu, Y. He, X. Sun, J. He, and Q. Xu, “Prediction of thermal energy inside smart homes using IoT and classifier ensemble
techniques,” Computer Communications, vol. 151, pp. 581-589, 2020, doi: 10.1016/j.comcom.2019.12.020.

S. Abdufattokhov, K. Ibragimova, M. Khaydarova, and A. Abdurakhmanov, “Data-driven finite horizon control based on gaussian
processes and its application to building climate control,” International Journal on Technical and Physical Problems of Engineering,
vol. 13, no. 2, pp. 4047, 2021.

J. Kocijan, “Modelling and control of dynamic systems using gaussian process models, in Cham: Springer International Publishing,
pp. 1-281, 2016.

F. Borrelli, A. Bemporad, and M.Morari, Predictive Control for Linear and Hybrid Systems. UK: Cambridge University Press, 2017.
T. Mohd, S. Jamil, and S. Masrom, “Machine learning building price prediction with green building determinant,” JAES International
Journal of Artificial Intelligence (1J-Al), vol. 9, no. 3, pp. 379-386, 2020, doi: 10.11591/ijai.v9.i3.pp379-386.

L. Zhang, J. Wen, Y. Li, J. Chen, Y. Ye, Y. Fu, and W. C. Livingood, “A review of machine learning in building load prediction,”
Applied Energy, vol. 285, p. 116452, 2021, doi: 10.1016/j.apenergy.2021.116452.

Y. Liu, W. Wang, and N. Ghadimi, “Electricity load forecasting by an improved forecast engine for building level consumers,”
Energy, vol. 139, pp. 18-30, 2017, doi: 10.1016/j.energy.2017.07.150.

R. Z. Jovanovic, A. A. Sretenovic, and B. D. Zivkovic, “Ensemble of various neural networks for prediction of heating energy
consumption,” Energy and Buildings, vol. 94, pp. 189-199, 2015, doi: 10.1016/j.enbuild.2015.02.052.

A. Kusiak, M. Li, and Z. Zhang, “A data-driven approach for steam load prediction in buildings,” Applied Energy, vol. 87, no. 3, pp.
925-933, 2010, doi: 10.1016/j.apenergy.2009.09.004.

G. Sun, C. Jiang, X. Wang, and X. Yang, “Short-term building load forecast based on a data mining feature selection and Istm-rnn
method,” IEEJ Transactions on Electrical and Electronic Engineering, vol. 15, no. 7, pp. 1002-1010, 2020, doi: 10.1002/tee.23144.
K. R. Thompson, “Implementation of Gaussian process models for nonlinear system identification,” Ph.D. dissertation, University
of Glasgow, UK, 2009.

E. Solak, R. Murray-Smith, W. E. Leithead, D. J. Leith, and C. E. Rasmussen, “Derivative observations in Gaussian process models
of dynamic systems,” Advances in Neural Information Processing Systems, 2003.

K. AZman and J. Kocijan, “Application of Gaussian processes for black-box modelling of biosystems,” ISA Transactions, vol. 46,
no. 4, pp. 443-457, 2007, doi: 10.1016/j.isatra.2007.04.001.

Y. Wang, C. Ocampo-Martinez, V. Puig, and J. Quevedo, “Gaussian-process-based demand forecasting for predictive control of
drinking water networks,” Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and
Lecture Notes in Bioinformatics), vol. 8985, pp. 69-80, 2016.

S. Abdufattokhov and B. Muhiddinov, “Stochastic approach for system identification using machine learning,” in 2019 Dynamics of
Systems, Mechanisms and Machines (Dynamics), 2019, pp. 14, doi: 10.1109/Dynamics47113.2019.8944452.

C. E. Rasmussen and C. K. I. Williams, Gaussian processes for machine learning, Cambridge, MA: MIT press, 2006.

P. O. Fanger et al., “Thermal comfort. analysis and applications in environmental engineering.” Thermal comfort. Analysis and
applications in environmental engineering, 1970.

X. Chen, Q. Wang, and J. Srebric, “A data-driven state-space model of indoor thermal sensation using occupant feedback for low-
energy buildings,” Energy and Buildings, vol. 91, pp. 187-198, 2015, doi: 0.1016/j.enbuild.2015.01.038.

M. Gwerder and J. Todtli, “Predictive control for thermal storage management in buildings,” in 8th REHVA World Congress for
Building Technologies — CLIMA, no. October, 2005, pp. 1-6.

J. A. Andersson, J. Gillis, G. Horn, J. B. Rawlings, and M. Diehl, “CasADi: a software framework for nonlinear optimization and
optimal control,” Mathematical Programming Computation, vol. 11, no. 1, 2019, doi: 10.1007/s12532-018-0139-4.

Predictive and probabilistic modelling using machine learning for building ... (Shokhjakhon Abdufattokhov)



1314 )

ISSN: 2502-4752

BIOGRAPHIES OF AUTHORS

Shokhjakhon Abdufattokhov = &4 Ed ® is a senior teacher at automatic control and computer en-
gineering department of Turin Polytechnic University in Tashkent. He earned B. Sc. degree with
distinction of mechanical engineering from this university in 2015. Subsequently, in 2016, he was
enrolled in Erasmus Mundus Joint Master Degree Program in mathematical modelling in engineer-
ing and earned his master of science degree diplom which recognized equally from University of
L’aquila, Hamburg University and Barcelona Autonomous University. From 2015 to 2016, he worked
as a junior researcher at research and development department in GM Uzbekistan car plant. He has
published more than 20 articles in high impact worldwide journals and conferences. His research in-
terest is in numerical modeling, system identification, machine learning and model predictive control.
He can be contacted at email: shokhjakhon2010@ gmail.com.

Nurilla Mahamatov 0 £ Ed ® is a full professor and Head of automatic control and computer
engineering department in Turin Polytechnic University in Tashkent. He received his M. Sc. de-
gree in computer engineering from Tashkent University of Information Technologies in 1994. He
successfully defended his Ph. D. and D. Sc. scientifc degrees at engineering department in Seoul
National University, South Korea, in 2007 and 2021, respectively. His research interests are artificial
intelligence, blockchain, big data, internet of things. He is an author of 39 papers published in well-
recognized local and international journals. In addition, he is an associate editor of scientific journal
of “ACTA” since 2019. He can be contacted at email: n.mahamatov@new.polito.uz.

Kamila Ibragimova © EIE ® is a full professor at computer engineering department of Tashkent
University of Information Technologies. She received her B. Sc. and M. Sc. degrees in computer
engineering from Tashkent State Technical University, Uzbekistan, in 1991. Her research interests are
in the application of artificial intelligence to power system control design, dynamic load modeling.
She is an author of more than 30 papers published in well-recognized journals. Moreover, she is
an associate editor of scientific journal of the Tashkent University of Information Technologies of
“TUIT Letters” since 2018. She can be contacted at email: komila.ibragimova@inbox.ru.

Dilfuza Gulyamova © B Ed ® is a senior teacher at computer engineering department of Tashkent
University of Information Technologies. She earned her B. Sc. and M. Sc. degrees in information
science and applied mathematics from Tashkent State Technical University, Uzbekistan, in 1999. Her
research interests are stochastic processes and machine learning. She is an author of more than 15
papers published in well-recognized local and international journals. Moreover, she is an Associate
Editor of scientific journal of the Tashkent University of Information Technologies of “TUIT Letters”
since 2020. She can be contacted at email: gulyamoval007 @mail.ru.

Indonesian J Elec Eng & Comp Sci, Vol. 26, No. 3, June 2022: 1306-1314


https://orcid.org/0000-0001-7144-5160
https://scholar.google.com/citations?hl=en&user=V2TPfkwAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57215320161
https://www.scopus.com/authid/detail.uri?authorId=57202036545
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57219247436&zone=
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57214758567&zone=

	Introduction
	The comprehensive theoretical basis
	MPC scheme
	Data preparation
	Learning building model with Gaussian processes
	Probabilistic model
	Predictive model


	Research method
	Numerical Results and Discussion
	Conclusion

