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 The project aims to develop an intelligent system for simulating pisciculture 

in Taal Lake in the Philippines through geographical information system and 

deep learning algorithm. Records of 2018-2020 from the database of Bureau 

of fisheries and aquatic resources IV-A-protected area management board 

(BFAR IVA-PAMB) was collected for model development. Deep learning 

algorithm model was developed and integrated to the system for time series 

analysis and simulation. Different technologies including tensorflow.js were 

used to successfully developed the intelligent system. It is found on this 

paper that recurrent neural network (RNN) is a good deep learning algorithm 

for predicting pisciculture in Taal lake. Further, it is also shown in the initial 

visualization of the system that barangay Sampaloc in Taal has highest rate 

of fish production in Taal while Tilapia nilotica sp. is the major product of 

the latter. 
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1. INTRODUCTION 

Fisheries and aquaculture products are important sources of protein, providing food and income to 

hundreds of individuals around the world. In the advancement of aquaculture, traditional production models 

have played a significant part in the fast development of aquatic product output [1]. However, as 

consumption level and environmental protection awareness have expanded, different downsides of traditional 

aquaculture models have continuously arisen. Most traditional farming models regularly need low capital 

investment and have low labor skill requirements. With this many farmers were able to start their fish farm 

which made the lakes like Taal lake become polluted due to overcrowding and untaken fish foods [2]. It was 

found in multiple researches that aquaculture contributes to the uncontrollable pollution in the lake [3]-[7]. 

The Bureau of fisheries and aquatic resources (BFAR) in the Philippines gives effort in minimizing 

this problem by controlling the pollution in Taal lake. The bureau even established the protected area 

management board (PAMB) which is responsible for monitoring and protecting wildlife, including the Taal 

lake. They aim to promote sustainability in aquaculture production in Taal without compromising its 

environmental status. One of their main solutions is to support research and development programs in the 

area [3].  

In this era where big data plays a significant role in modelling for meaningful representation, 

different simulation modelling were introduced in system development [8]. Data simulation applies dynamic 

technique which can provide a more responsive model where attributes were not only stand as parameter but 

a criterion to adopt the behavior of new data inputted to the intelligent system [9], [10]. This approach 

improves the efficiency of developing a simulation model [11].  
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For the past decade, the reconciliation of geographical information system (GIS) with natural 

demonstrating has become a significant exploration theme. The utilization of GIS for demonstrating gives 

straightforwardness and exactness in the administration and spatial portrayal of information [12]. The used of 

GIS in simulating data was already proven to be efficient and effective for monitoring [13], [14]. 

Machine learning and deep learning algorithms were consistently used for effective modelling, 

forecasting and classifying data [15]. The utilization of a machine learning algorithm is popular in the 

development of artificial intelligence for computer systems [14], [16], [17]. Machine learning was used in 

different discipline such as fire incidents, health, education and even in environmental modelling. With this 

technology, it is possible to provide decision making through pattern recognition and time series analysis 

[18]-[20]. Recurrent neural networks (RNNs) are designed to operate upon sequences of data. They have 

proven to be very effective for natural language processing problems where sequences of text are provided as 

input to the model. RNNs have also seen some modest success for time series forecasting and speech 

recognition [21]. This paper mainly aims to develop an intelligent aquaculture system for pisciculture 

simulation using deep learning algorithm. 
 
 

2. METHODOLOGY 

In developing the system, software development life cycle was adopted and modified. Before 

identifying works for each phase, a system architecture was created to have a clear visualization of the 

project. It is shown in Figure 1 that the intelligent aquaculture system is consists of four (4) main modules 

such as user management module, monitoring module, cage management module and GIS module. 
 

 

 
 

Figure 1. System architecture 
 

 

2.1.  Planning and data gathering 

All the required materials were identified in this phase such as data, software and hardware 

requirements. An interview to the Bureau of fisheries and aquatic resources IV-A-protected area management 

board (BFAR IVA-PAMB) was conducted to understand their information gathering and processing. The 

result of interview is used as basis for developing the intelligent system. For model development, the three 

(3) years records of PAMB were collected. The attributes inside the database were all considered for 

forecasting or time series analysis. Table 1 represents the attributes and its description and will be used as the 

dataset for model development. Likewise, the employees of the said department were the ones to evaluate the 

developed and system for usability and acceptability testing. 

Figure 2 is used as representation of modules interaction in every target user of the system. It is 

shown in the figure that the administrator or the Bureau of fisheries and aquatic resources (BFAR) was 

capable of accessing each module included in the system. Hence, the users or the fish cage operator can only 

access the fish cage management module. However, the fish cage operator is still capable of viewing the 

geographical representation status of Taal lake but was not allowed to edit. The use case diagram provides a 

great help in the development of the system. 
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Table 1. Attributes of data from PAMB database 
Attributes Descriptions 

Disaster Type Types of Disaster 
Kinds of Species Fish species 

Amount of Damage Exact number of damages 

Location Barangay Area 

 

 

 
 

Figure 2. Pisciculture web system use case diagram 

 

 

2.2.  Statistical treatment 

Likert scalar technique is used to measure the characteristics of the intelligent system. The survey 

questionnaires were answered by four different responses or impressions according to its intensity, measured 

by: four (4) strongly acceptable, three (3) acceptable, two (2) disagree and one (1) as strongly disagree as 

shown in Table 2. The undecided or the uncertain response was eliminated in the impressions to avoid 

partialities and confusions of data. 

 

 

Table 2. Likert scale 
Rating Mean Range Interpretation 

4 3.51-4.00 Strongly acceptable 
3 2.51-3.50 Acceptable 

2 1.51-2.50 Disagree 

1 1.0-1.50 Strongly disagree 

 

 

2.3.  Model development 

A model was developed by modifying the stage of knowledge discovery in databases (KDD). The 

typical stage of the KDD model was trimmed into three (3) phases namely; selection, preprocessing and 

knowledge development. This model is integrated to the system using tensorflow and keras. 

 

2.3.1. Selection 

In selection stage, the dataset shown in Table 1 was used. Since the dataset is real in nature, the 

possible result of model development is reliable enough to integrate in the intelligent system. All the 

attributes shown in Table 1 are considered in developing the model. 

 

2.3.2. Preprocessing 

The dataset was first undergone cleaning wherein each instance was transformed into lowercase to 

make sure that there was no noise in quantifying each data. Special characters such as white space and 

symbols were also removed to make a more meaningful data. Further, all the strings data were converted into 

integer to make it easier to machine to analyzed the dataset. Lastly, the dataset was divided into two parts, the 

train dataset and the test dataset whereas the train dataset is the 80% of the dataset while the remaining 20% 

is used as the test dataset. 
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2.3.3. Knowledge development 

Since the recurrent neural network was already proven effective in time series analysis [14], [18], it 

was chosen in this project as the deep learning algorithm to use in knowledge development. RNN is thought 

for managing sequential statistics. It is a sort of neural network that has a “memory” which remembers all 

information approximately what has been calculated. In conventional neural networks, all the inputs and 

outputs are independent of each other, however in instances like when it's far required to expect the next 

word of a sentence, the preceding words are required and hence there may be a need to don't forget the 

preceding phrases [22]-[24]. Figure 3 show the layers of recurrent neural network. 
 
 

 
 

Figure 3. Recurrent neural network layers 
 

 

2.4.  Evaluation 

The evaluation phase focus on the acceptability of the system to its users. Adopting the ISO 25010 

model or the software standard, a questionnaire is developed for the users to rate the system according to the 

criterion of this model. To interpret the evaluation as stated above, Likert scale model was followed. Figure 4 

is the most used and proven effective in evaluating an information system [17], [25]. 
 

 

 
 

Figure 4. ISO 25010 Model 
 

 

3. RESULTS AND DISCUSSION 

The result and discussion show the actual systems module. This is based on the main objective of 

the project. Likewise, the result of acceptability testing through the use of ISO 25010 was also shown in this 

section. Figure 5 is the representation of the Dashboard or the landing page of the system. In this page, the 

user is able to saw the production of particular barangay in Taal lake. Also, the user is capable of selecting 

what particular date they want to see in terms of fish production. 

Figure 6 is the geographical information system that shows the harvested and damaged area in the 

lake. It stands as the simulation of the data in particular area of the lake. Hence, Figure 7 represents the 

forecasting that the system is capable of. Included in this module, is the confidence of the RNN in forecasting 

particular event like damage in selected barangay with a predictive accuracy of 91%. Lastly, Figure 8 is the 

report module which shows a visualization of data inputted in the system. All of this report is significant to 

the user specifically the BFAR IVA for they can use it for strategic planning. 
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Figure 5. Dashboard of the intelligent system showing the monitoring of cage per barangay 
 

 

 
 

Figure 6. Simulation of the fish cages in Taal Lake as shown in the system 
 

 

 
 

Figure 7. Simulation sample of the production and damaged prediction (Brgy. quiling) 
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Figure 8. Data analytics module showing report for the production and damaged for 3 years 
 

 

Table 3 represents the result of evaluating the system. It is shown in the table that all the 

respondents strongly agreed that the system is acceptable. Further, the system is functional, efficient, usable 

and reliable pertaining to its target audience or users. 
 

 

Table 3. Evaluation questionnaire (ISO 25010) 
Characteristics Mean Interpretations 

Functional Suitability 

Performance Efficiency 

Compatibility 
Usability 

Reliability 

Security 
Maintainability 

Portability 

3.78 

3.56 

3.67 
3.83 

3.84 

3.80 
3.67 

3.67 

Strongly acceptable 

Strongly acceptable 

Strongly acceptable 
Strongly acceptable 

Strongly acceptable 

Strongly acceptable 
Strongly acceptable 

Strongly acceptable 

Overall mean 3.73 Strongly acceptable 

 

 

4. CONCLUSIONAND FUTURE WORKS 

As proven by other researchers found in this paper, the recurrent neural network (RNN) was a good 

deep learning algorithm for time series analysis. Moreover, the geographical information system (GIS) was 

an auspicious technology that can be used in data-driven simulation to create a more efficient data analysis. A 

pisciculture intelligent system is needed and acceptable to an organization that was maintaining a lake’s 

environmental status through efficient and effective monitoring. 

It is suggested that the developed intelligent system must be implemented in the BFAR IV-A to help 

them monitor the Taal lake. Likewise, the usage of deep learning algorithm, RNN in particular must be 

practice in information system that aims to forecast environmental status through data driven simulation. 

Lastly, the author of this paper would like to give stressed that this kind of system must also be implemented 

in other natural resources of a country like forest. 
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