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 The magnetic resonance imaging (MRI) machine cooling system has a vital 

role in the conduct of MRI examinations because a shutdown of the MRI 

cooling system in the absence of the manipulators can lead to grave 

consequences over time, like quench, which is the vaporization of helium 

liquid in the MRI tank, and it's the most expensive MRI failure. To limit the 

risks of this problem, several companies have tried to develop a monitoring 

system to track MRI cooling system failures but all solutions proposed are 

complicated and demand many connections with MRI. The proposed 

solution is simple, easy, and efficient requires only one joint with the helium 

compressor, and it has a humidity and temperature sensor to detect quench 

incident, it works using an advanced monitoring algorithm that evaluates the 

status of the cooling system and identifies breakdowns, in case of failure our 

system will send short message service (SMS) notifications and emails to the 

customer service team. The proposed solution shows the potential for 

starting the research to understand the relationship between the behavior of 

the MRI cooling system and the quench using machine learning algorithms. 
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1. INTRODUCTION 

Magnetic resonance imaging (MRI) or magnetic resonance imaging is one of the most popular, 

reliable, and precise medical imaging techniques. It provides two- and three-dimensional views of inside the 

body and particularly useful for detecting diseases or disorders that conventional examinations have failed to 

identify. Typical MRI and nuclear magentic reasonance (NMR) machines produce diagnostic images by 

affecting the patient's gyromagnetic materials with controlled gradient magnetic fields and radiofrequency 

pulses in the presence of a main magnetic field developed by a superconducting magnet [1]-[5]. To ensure 

proper operation and accurate imaging, the magnet at the heart of an MRI machine must be kept at an ultra-

low temperature of 4 kelvin or -269 °C [6]-[10]. To accomplish that liquid helium is used, which is cooled 

using a specialized compressor called a Cryo-chiller. There are many series of coils and heat exchangers that 

are used to cool the cryo-cooler, which is crucial because if the helium temperature increases, the machine 

may overheat, without cooling, within a few hours, all the helium will vaporize and escape through the safety 

valves, after which the magnet will suffer irreparable damage [11]-[15]. Helium refills cost tens of thousands 

of dollars, while the loss of the magnet can push the capital loss to several million. 

The cooling of an MRI machine with a magnet has to stay at almost unbelievably low temperatures. 

It is an extreme example of cooling technology, which requires precise monitoring to keep a constant eye on 
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the MRI cooling system to avoid losing helium liquid due to a failure in the machine. Also, this monitoring 

of the MRI cooling system will ensure that the MRI machine works at the desired level of performance. 

Earlier conducted researches on MRI cooling system monitoring system have led to developing 

many inventions in this field, some of those inventions [16], [17] are based on analog/digital interface 

connected to many MRI machine parts, it compares the gathered data with previous alarm conditions and 

sends alert notifications in case of dysfunction. The invention in [18] proposes a remote monitoring system 

for mobile MRI machines of general electric healthcare, the proposed system connects to the magnet monitor 

to check if a failure has occurred, and if it's the case it will send a notification alert with the location of the 

mobile system. The invention in [19] presents a smart helium compressor with an integrated communication 

system that allows the compressor to communicate with the maintenance team using the local supervision 

system of the MRI machine or independently thereof. 

Moreover, numerous commercial devices have been developed in the past to keep constant 

monitoring of the MRI cooling system and to provide a fast response in case of failure. One of the already 

existing devices “ColdTRAC” uses multiple connections with different parts of MRI to screen helium level, 

chiller temperature, cold head efficiency, magnet vessel pressure, compressor pressure, and chilled water 

flow. It can send alert notifications to 26 contacts in case of defeat of the cooling system. There is also a 

proposed system “Z-Pulse” that uses the same precedent approach but it can scan more parameters like MRI 

Magnet Shield temperatures, MRI field status, Equipment room temperature, and humidity. It provides 

continuous monitoring of the cooling system to detect any breakdown and notify the technical team by text 

messages and emails. The third proposed device “daVinci” does the same features as the two previous 

systems, except that it’s equipped with a Global positioning system (GPS) localization module to be used in 

mobile MRI systems which will give the exact localization of the defeated MRI system to the technical team. 

Another existed device called Chiller Fault Notification System connects just to the Chiller as a simple 

solution to alert technical staff if a shutdown occurred in the chiller, it’s plugged into the chiller errors port 

and observe the status of each pin which is related to a specific error, the system sends a short message service 

(SMS) notification in case of a failure. 

The first three commercial devices are efficient, but they require many connections with the MRI 

system and special training to the maintenance team to use them in the best way, and they are costly. On the 

other side, the last system is simple, cheap and it demands no previous training to use it, but it is still 

insufficient since it covers only the chiller, which is just a part of the MRI cooling system. Here it’s appaired 

the need for a simple, cheap, and efficient system that requires less connection with MRI machine system and 

covers all MRI cooling system failures. 

The proposed solution in this research is a simple based Arduino remote monitoring system that 

requires only one connection with the MRI cooling system. It can detect all the cooling system failures and 

even the happening of the quench due to its Humidity and temperature sensor. Our proposed solution sends 

email and SMS notifications to alert the maintenance team if dysfunction has occurred. It is the only solution 

that combines effectiveness and simplicity and saving effort, energy, and money. 

 

 

2. RESEARCH METHOD  

The main challenge in this project was establishing a connection with the MRI cooling system 

simply and with no influence on the system's normal function. Therefore, we have studied every part of the 

MRI cooling system to understand how it works. Moreover, to count our possibilities to implement an 

external system for remote tracking. 

A magnetic resonance imaging system -as shown in Figure 1 has a superconducting magnet housed 

in a cryostat. It has a cryogenic refrigerator that cools in the cryostat, a helium compressor that supplies 

compressed helium to the cryogenic refrigerator, and receives a compressed helium stream from the 

refrigerator. Also, it has a heat exchanger, or "cooler" (which pumps a mixture of water from the antifreeze-

water to cool the gradients and remove some heat from the helium system), and a magnet monitoring system 

controlling the operation of the resonance imaging system magnetic. Moreover, it has a device that controls 

the speed synchronization of the operation of the helium compressor according to predefined specifications 

of helium compressor rates in response to system status data [20]. 

After a deep analysis of the MRI cooling system, we have found that the helium compressor has an 

internal autodiagnosis system that checks if any failure has occurred. The helium compressor sends the 

results of its diagnosis to The MRI mainboard via a parallel communication with no specific protocol using a 

DB-25 cable plugged in an interface diagnostic of the compressor [21]. This diagnostic interface-as shown in 

Figure 2 is a DB-25 female port. Each pin of it is related to a specific error in the cooling system process. If 

an x failure has occurred, his pin will carry the logical level 24V, as shown in Table 1. 
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Figure 1. MRI cooling system 

 

 

 
 

Figure 2. Diagnostic interface 

 

 

Table 1. Diagnostic interface connector pin functions 
Pin # Function 

14 High water temp. If the temperature of the water supply to the heat exchanger is too high, 

this pin will carry a +24VDC, 20 mA max. signal. 

15 Low water flow. If the temperature of the water leaving the heat exchanger is too high, this 
pin will carry a +24VDC, 20 mA max. signal. 

16 Low pressure shutdown. On a compressor return low pressure error (<15 psig) this pin will 

carry a +24 VDC, 20 mA max. signal. 
17 Power error. On a phase or fuse error, this pin will carry a +24VDC, 20 mA max. signal. 

18 Gas temp error. On a high helium gas discharge temperature error, this pin will carry a 

+24VDC, 20 mA max. signal. 
19 Run status. When the compressor and cold head are running or the compressor is running 

with the cold head paused, this pin will carry a +24VDC, 20 mA max. signal. 

20 Motor winding temperature error. On a high compressor motor winding temperature error, 
this pin will carry a +24VDC, 20 mA max. signal. 

 

 

Therefore, the proposed system will connect to the helium compressor via a simple DB25 Y Splitter 

Parallel cable-DB25M to two DB25F as represented in Figure 3. The DB25 Y splitter is mandatory to ensure 

regular communication between the MRI machine and its cooling system. Our proposed system has a 

galvanic isolation circuit to ensure that no negative influence will occur on the normal function of the MRI 

cooling system. 

The proposed system has a DB25 male port in input to connect to the helium compressor. Also, it 

has a humidity and temperature sensor to detect changes in the MRI room atmosphere, a 24V to 5V voltage 

adapter to detect the logic states of pins without burning the microcontroller, which is an Arduino mega that 

detects failures in the cooling system by analyzing input pins changes. In case of a failure in the cooling 

system, it sends SMS and emails due to a global system for mobile communications (GSM) module and a 

Wi-Fi module. Our system has an organic light-emitting diode (OLED) screen to display system status, a 

power management circuit, and a battery to keep working in case of losing power; All those components are 

presented in the block diagram in Figure 4.  
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Figure 3. Connections diagram 

 

 

 
 

Figure 4. Block diagram of our system 

 

                

2.1.  Hardware implementation 

Figure 5 shows the hardware architecture of the proposed system that consists of a voltage adapter 

24V to 5V in the input; it's a group of parallel channels based on the octocopter isolation circuit connected to 

the digital inputs (#23-#29) of Arduino with pull-down configuration. The voltage adapter allows us to adapt 

the high logic level 24V of the diagnostic interface with the high logic level 5V of the Arduino to protect it 

from burning out. Moreover, the proposed system revolves around the Arduino Mega 2560 microcontroller 

board that analyzes the input pins status of the voltage adapter. Besides, the proposed system contains a 

humidity and temperature sensor connected to the Arduino in digital pin #7 and placed above the MRI 

machine to monitor the air conditions and figure out if there is a sudden decrease in temperature and increase 

in humidity values, which means the quench has occurred.  

The Arduino board does all the calculations to detect any failure in the MRI cooling system. If a 

malfunction has occurred, the Arduino will send SMS notifications using the sim800l chip connected to the 

Arduino via serial communication in Tx1 and Rx1 pins of the Arduino and will send emails via a Wifi 

module which is, in our case, a Nodemcu Esp12e connected to the Arduino via a serial communication in 

Tx3 and Rx3 pins as illustrated in Figure 5. The proposed system has a small OLED screen driven by the 

Arduino board and connected to it in serial data (SDA) and serial clock (SCL) pins to print the error text to 

the maintenance team on-site next to the MRI cooling system to make the diagnostic operation easy. 
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Figure 5. Hardware architecture 
 

 

2.2.  Software implementation 

The software of our proposed system includes two parts, one for the Arduino Mega board to monitor 

the errors of the MRI cooling system and to send SMS notifications and also to communicate with the 

Nodemcu module, and the other part for the Nodemcu module to make it able to send emails in case of 

failure and to exchange information with the Arduino board. Figure 6 shows the flowchart of the Arduino 

code; first, the Arduino will measure the humidity and temperature values surrounding the MRI machine 

using a DHT22 sensor to detect any abnormal decrease and increase, which could be a significant sign of a 

quench incident. If all is good, the Arduino will start scanning the status of digital input pins to figure out if 

there’s a state change to a high logic level. In this case, the Arduino will match the triggered pin with its 

failure code to print it in the OLED screen and send it to the Nodemcu for sending emails. Also, it will send 

an SMS notification with the specific failure code to the maintenance team. If it didn’t receive a reception 

confirmation message in the next five minutes, it would send another SMS notification again and again until 

someone confirms the reception of its notification.  
 
 

 
 

Figure 6. Flowchart of Arduino 
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The Nodemcu board is in charge of enabling our system to connect to the internet. As shown in 

Figure 7, the Nodemcu will start by establishing a connection to a wifi network. After that, it will 

communicate with the Arduino board to know if any failure occurred; if it’s so, the Nodemcu will match the 

failure code received from Arduino with a predefined email text dedicated to this failure and send it to the 

maintenance team. 
 

 

 
 

Figure 7. Flowchart of NodeMCU 

 

 

3. RESULTS AND DISCUSSION 

To test our monitoring device, we have developed a simulator of the diagnostic interface port of the 

helium compressor. This simulator allows us to test the performance of our monitoring system and check if 

there is an error in its operation before installing it in an MRI cooling system. The diagnostic interface 

simulator represented in Figure 8 is a network of switches linked to pins of a female DB25 connector; each 

switch is responsible for simulating an error corresponding to the pin connected to it.  
 

 

 
 

Figure 8. Diagram of the simulator 
 

 

3.1.  The quench scenario 

In the case of the quench, the MRI machine will lose all the helium as an evaporated gas so fast 

which will create a sudden decrease in temperature and a significant increase in humidity in the surrounding 

air of the MRI machine. Our system can detect those massive changes in air parameters due to the DHT22 
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sensor, then send an alarm SMS to the maintenance team as shown in Figure 9 and an email that includes the 

site name as represented in Figure 10. To test this scenario, we use a helium sprayer or azote sprayer to 

spatter the DHT22 sensor. 
 

 

 

 

 
 

 

 

Figure 9. Quench notification SMS 

 

Figure 10. Quench notification email 
 
 

3.2.  Scenario of a failure without the quench 

If there’s no quench incident, our proposed system will continue monitoring the diagnostic interface 

pins to detect any state change which, means a failure has happened. To simulate this scenario, we have 

connected our system to the simulator of the diagnostic interface via a DB25 cable. When we turn on a 

switch, its pin will carry a voltage of 24 V, which means a failure has occurred, our system will detect it and 

send a notification SMS with the specific failure code that occurred and the site name, as shown in Figure 11. 

It will also send an email to ensure the message is delivered, as demonstrated in Figure 12. 

 

 

 

  

 

Figure 11. Failure notification SMS 

 

Figure 12. Failure notification email 

 

 

3.3.  Disscution and future applications 

Our system has shown promoted results in the tests phase. It can be installed in just a few minutes 

and start monitoring the MRI cooling system in some easy steps. Despite those results, what makes it the best 

solution among other existing commercial systems? To find the answer, we have compared it with other 

systems, as represented in Table 2. 
 

 

Table 2. Comparison between our system and other systems 
System Efficiency Complexity Installation Notification Price 

Cold Trac High Complex Hard SMS & emails High 
Z-Pulse High Complex Hard SMS & emails High 

Da Vinci High Complex Hard SMS & emails High 

IGE system High Complex Hard SMS & emails High 
Chiller fault text notification Low Simple Easy SMS Low 

Our system High Simple Easy SMS & emails Low 

 
 

As we see in Table 2, our system is the only efficient solution with a low price in the list; it is simple 

with no required training to manipulate and easy to install in a few moments. Moreover, it's an internet of 

things (IoT) solution that sends emails as well as SMS in case of failure. We have found that we can integrate 
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machine learning algorithms into our system. In case of failure, our system sends emails which we can store 

in the cloud. Besides, our system can detect quench incidents automatically, which will allow us to create a 

database of the failures that happened before unexpected Quenches and then analyze them according to a 

well-chosen machine learning model [22]-[24]. 

The objective behind the implementation of machine learning is to have the possibility to predict 

failures before they happen according to well-determined learning models [25]-[27]. Thus, assessing the 

performance of the cooling system by analyzing the history of events. Besides, artificial intelligence with 

deep learning models will allow us to find-if possible-a direct relationship between the behavior of the MRI 

cooling system and the quench incidents [28]-[31]. 

 

 

4. CONCLUSION 

The MRI cooling system is the most critical part of MRI systems, as a shutdown of the cooling 

operation interrupts the whole process of MRI examinations. In this paper, an advanced monitoring system 

has been proposed to keep an eye on the cooling system and alert the technical team in case of a failure to 

repair the system very quickly. This proposed system will efficiently prevent the hospital from losing the 

expensive liquid helium and from the happening of quench incidents.  
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