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Abstract 
The well known decision-directed (DD) approach drastically limits the level of musical noise, but 

the estimated a priori SNR matches the previous frame rather than the current one. Plapous introduced a 
novel method called two-step noise reduction (TSNR) technique to refine the a priori SNR estimation of the 
DD approach. However, the performance of this method depends on the accurateness of the estimated 
speech in its second step. In this paper, we propose an improved approach for the a priori SNR estimation 
in DCT domain with two steps like the TSNR method. While in the second step, considering the two state 
components of the estimation error between speech signal and its estimation, the speech distortion 
component and residual noise component, we make the estimated speech subtracted by its speech 
distortion as a refined estimation for the clean speech signal. Because the speech distortion component is 
offset, the estimated a priori SNR is more accurate. A number of objective tests results show the improved 
performance of the proposed approach. 
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1. Introduction 

Most of the existing voice communication systems are designed for processing of noise 
free speech. However, speech signals used as an input to these systems are often degraded by 
additive noise. So the problem of enhancing speech degraded by uncorrelated additive noise, 
when only the noisy speech is available, has been widely addressed in the past few decades 
and it still provides an active field of research. Many approaches have been investigated in 
order to gain spectral enhancement, including hard or soft decision estimation, spectral 
subtraction, Wiener filtering, and minimum mean square error (MMSE) estimation [1-4]. 
Widespread use of these methods in due to the fact that they are fairly straightforward to 
implement, effective in removing various background noises and have low computational load. 
Almost all of these speech enhancement approaches rely on the estimation of a short-time 
spectral gain, which is a function of the a priori SNR. So the estimation of the a priori SNR is a 
crucial part of speech enhancement algorithm [5]. An erroneous estimation of this parameter 
leads to speech distortion, musical noise, or reduced noise reduction. In the meantime, piracy 
becomes increasingly rampant as the customers can easily duplicate and redistribute the 
received multimedia content to a large audience 

Many of the existing a priori SNR estimation techniques require either experimentally 
pre-specified weighting factors or prior assumptions of the parameter in the signal model. The 
well established decision-directed (DD) approach is computationally efficient and performs quite 
well in noise reduction applications [6, 7], but this approach has a serious drawback that the 
estimated a priori SNR follows the shape of the instantaneous SNR with a simple delay of one 
short time frame. To suppress the problem of the decision directed approach, a novel method, 
called two-step noise reduction technique (TSNR) is presented to refine the estimation of the a 
priori SNR [5, 8]. It is also reported that several a priori SNR estimation approaches have been 
proposed based on higher order moments[9], which have shown promising results in a number 
of applications and are of particular value when dealing with a mixture of normal-Laplace 
processes.  
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In this paper, an effective a priori SNR estimation for noisy speech enhancement is 
proposed by incorporating the speech distortion component to the estimated speech to refine 
the estimated a priori SNR. The proposed algorithm not only retains better noise reduction, but 
also improves deficiency in terms of suppressing musical noise and further reduces the echo 
because of the enhancing tracking speed of a posteriori SNR. In simulations with speech 
signals degraded by diverse noises, the proposed method shows improved performance over 
the other two methods for a number of measures. 

The paper is organized as follows: In Section 2 we review the speech enhancement 
problem and the decision-directed approach which is most frequently used in speech 
communication systems. In Section 3 we present a novel SNR estimation approach by 
employing speech distortion component. In Section 4 we show that the proposed approach 
outperforms the decision-directed and TSNR approaches for non-stationary noise as well as for 
stationary noise in terms of several instrumental measures. Finally in Section 5, we give our 
conclusions. 

 
 

2. Problem Formulation 
It is assumed that the noise signal ( )v t is additive, i.e. ( ) ( ) ( )y t x t v t   with ( )x t , ( )y t  

the clean speech and noisy speech at time t. Taking the DCT to the observed signal gives us: 
 

, , , , 0, , 1n k n k n kY X V k K                                                                       (1) 

 
Where ,n kX , ,n kY  and ,n kV denote the DCT transformed components of the clean speech, noisy 
speech and noise signals respectively, K is the total number of frequency components, k and n 
represent the frequency and frame index. The objective is to find an estimator ,

ˆ
n kX which 

minimizes the expected value of a given distortion measure conditionally to a set of spectral 
noisy features. Since the statistical model is generally nonlinear, and because no direct solution 
for the spectral estimation exists, we first derive a priori SNR estimate from the noisy features. 
An estimation of ,n kX  is subsequently obtained by applying a spectral gain ( , )G n k  to each short 
time spectral component ,n kY . The choice of the distortion measure determines the gain 
behavior, i.e., the tradeoff between noise reduction and speech distortion. However, the key 
parameter is the estimated a priori SNR because it determines the efficiency of the speech 
enhancement for a given noise power spectrum density. 

With the assumption that different DCT components on index k are statistically 
independent, the estimation for clean speech component can be obtained as follows: 

 

, ,
ˆ ( , )n k n kX G n k Y                                                                                                          (2) 

 
Where ( , )G n k  is the gain function. In general, it can be expressed as a function of the a 

posteriori SNR and a priori SNR defined as follows:  
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 2
,

SNR ( , )
( , )

n k

prio
V

E X
n k

n k
                                                                                                 (4) 

 

Where  2
,( , )V n kn k E V   is assumed to be known since it can be easily computed during 

speech pauses. An estimation of the a priori SNR is made according to the so-called DD 
approach [4]: 
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Where 1,
ˆ

n kX   is the estimated speech component at previous frame. 

Several variants of the gain function ( , )G n k  have been reported in the literature, such 

as Wiener, spectral subtraction, or Maximum Likelihood estimates. But, without loss of 
generality, here the gain function is chosen as the Wiener filter similar to [5]. 

 
SNR ( , )

( , )
SNR ( , ) 1

prio

prio

n k
G n k

n k
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
                                                                                              (6)  

 
 
3. A Priori SNR Estimation Incorporating Speech Distortion Component 

Some analysis of DD approach behavior has been reported in [5, 6] and the results 
indicated that DD approach can drastically limit the level of musical noise, but the estimated a 
priori SNR follows the instantaneous SNR with a frame delay. Consequently, since gain function 

( , )G n k  depends on the a priori SNR, ( , )G n k  computed at current frame matches the previous 
frame, and thus the performance of the speech enhancement system is degraded. In order to 
remove the drawbacks of DD approach while maintaining its advantages, Plapous proposed to 
compute the a priori SNR for the next frame using DD approach and to apply it to the current 
frame because of the frame delay. This leads to the TSNR approach which is composed of two 
steps to refine the estimation of the a priori SNR [5]. 

In the first step, the gain function ( , )G n k is computed using DD approach as described 

in the previous section. 
 

SNR ( , )
( , )

SNR ( , ) 1

DD
prio

DD
prio

n k
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n k
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
                                                                                            (7) 

 
In the second step, the gain is then used to refine the estimated a priori SNR of DD 

approach, and the estimation of TSNR is obtained using the following equation: 
 

2

,( , )
SNR ( , )

( , )
n kTSNR

prio
V

G n k Y
n k

n k
                                                                                         (8) 

 
The a priori SNR estimated using DD approach shows good properties but suffers from 

a frame delay which is removed by the second step of the TSNR algorithm. Therefore, this 
technique can provide fast response to an abrupt increase in the speech signal without 
introducing musical noise.  

However, as we can see from Equation (8), the TSNR estimation for a priori SNR 
depends on the estimation ,

ˆ
n kX  for the clean speech component just as Equation (2) showed 

, ,
ˆ ( , )n k n kX G n k Y  . Moreover, it is known that the estimation error 

,n k
e  between the estimated 

speech component ,
ˆ

n kX  and its corresponding actual speech component ,n kX  includes two 
parts. This can be formulated as: 

 

, , , , ,
ˆ ( , )

n k n k n k n k n ke = X - X = G n k Y - X                                                                               (9) 

 
Substituting , , ,n k n k n kY X V   into (9) gives us: 

  

, , ,( ( , ) 1) ( , )
n k n k n ke G n k - X +G n k V                                                                              (10) 
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Where   ,( , ) 1 n kG n k - X represents the speech distortion component and ,( , ) n kG n k V  is  the 
residual noise component. In order to improve the accurateness of ,

ˆ
n kX , it is inspired to make 

the estimation ,
ˆ

n kX  subtracted by speech distortion   ,( , ) 1 n kG n k - X as the refined estimation 

, ,
ˆ

R n kX  for the actual clean speech component. 
 

 , , , ,
ˆ ˆ ( , ) 1R n k n k n kX = X - G n k - X                                                                                      (11) 

 
The refined estimation is closer to the actual speech component than the former 

estimation in Equation (9). From the above equation, we substitute ,
ˆ

n kX  for ,n kX , then we get: 

 

   , , , ,
ˆ ˆ2 ( , ) 2 ( , ) ( , )R n k n k n kX - G n k X - G n k G n k Y                                                          (12) 

 
Then the refined TSNR (R-TSNR) approach for the a priori SNR estimation is obtained 

in our paper, which can be described as following two steps: 
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Where   is the controller parameter which can be adjusted to achieve best result, and in our 

experimental the parameter is chosen as  =0.98. 

 
 
4. Experimental Results 

In this section, the performance of the proposed R-TSNR approach is tested for noisy 
speech enhancement, and compared to that of DD as well as TSRN approach. The speech 
material used for tests consists of six sentences spoken by three males and three females. The 
number of samples per frame is K=256 with an overlap of 128 samples. The noise signals used 
in our evaluation include white noise (White), High frequency channel noise (HF), Destroyer 
engine room noise (Destroyer), and Babble noise (Babble). The speech signal is sampled at 8 
kHz and degraded by these noises at the SNR of 0dB, 5dB, and 10dB. 

 
 

Figure 1. The Original Speech Figure 2. The Noisy Speech 
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Figure 3. Enhanced Speech by DD Method 

 
 

Figure 4. Enhanced Speech by TSNR Method 
 

 
 

Figure 5. Enhanced Speech by R-TSNR Method 
 
 
Firstly, the results of the three algorithms for speech enhancement are compared in the 

frequency domain by means of the speech spectrogram. Figure 1, Figure 2, Figure 3, Figure 4 
and Figrue 5 shows clean speech, noisy speech corrupted by the Destroyer engine room noise 
with 0 dB and the results of enhanced speeches using DD, TSNR, and our proposed methods, 
respectively. From the obtained results, it can be seen that the R-TSNR approach has a better 
noise reduction capability; it has less residual noise while keeping more of the speech signals 
energy unchanged than the other two approaches. 

 
 

Table 1. Comparison of SEGSNR of 
Enhanced Signal in Various Noise Conditions 

Noise 
type 

Input 
SNR 

Output SEGSNR 

DD TSNR 
R-

TSNR 

White 
0 dB 4.72 4.90 5.29 
5 dB 7.04 7.29 7.69 

10 dB 8.93 8.96 9.32 

HF 
0 dB 4.66 4.75 5.11 
5 dB 7.09 7.21 7.59 

10 dB 9.16 9.25 9.50 

Destroye 
0 dB 4.29 4.47 5.01 
5 dB 6.96 7.08 7.34 

10 dB 9.26 9.39 9.88 

Babble 
0 dB 2.78 2.86 2.96 
5 dB 4.72 4.81 5.11 

10 dB 7.13 7.30 7.57 
 

Table 2. Comparison of LSD of Enhanced 
Signal in Various Noise Conditions 

Noise 
type 

Input 
SNR 

Output LSD 

DD TSNR 
R-

TSNR 

White 
0 dB 8.32 7.94 7.73 
5 dB 7.32 7.11 6.89 

10 dB 7.00 6.67 6.42 

HF 
0 dB 8.07 7.82 7.61 
5 dB 6.62 6.42 5.98 

10 dB 5.96 5.84 5.58 

Destroye 
0 dB 8.13 7.84 7.64 
5 dB 6.41 6.18 5.81 

10 dB 5.06 4.82 4.54 

Babble 
0 dB 8.15 7.92 7.66 
5 dB 6.18 5.85 5.61 

10 dB 4.85 4.64 4.37 
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The segmental SNR (SEGSNR) and log-spectral distortion (LSD) measures are 
adopted for the objective evaluation [10]. For the segmental SNR, only frames with segmental 
SNR values greater than -10 dB and less than 35 dB are considered. Table 1 gives the output 
SEGSNR results of the enhanced speech signals obtained using DD, TSNR and the proposed 
R-TSNR algorithm in various noise conditions and levels. The results of the LSD are showed in 
Table 2, also in various noise conditions and levels. From the two tables, we can observe that 
the proposed algorithm always has a higher SEGSNR and lower LSD as compared to the other 
algorithms under all tested environmental conditions. 

 
 

5. Conclusion 
An improved expression for the a priori SNR estimation for speech enhancement in 

DCT domain has been proposed in this paper. Unlike the traditional estimation approaches, we 
have deliberately considered the speech distortion component in the estimated speech. By 
incorporating this component to refine the estimator, the improved performance is obtained. The 
performance of the proposed estimator has been examined using a real speech signal in 
several noise environments. The experimental results were compared with the DD and TSNR 
methods and showed that the proposed estimator performed better noise reduction 
performance than the other estimators. 
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