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ABSTRACT

On the subject of broadcasting the information, finding someone’s favorite book or
movie in a sea of data containing books and movies has become a crucial issue. In
an era when there are so many genres and types of movies and books, the customer
may find it difficult to choose which to discover in the first place. Thus, personalized
recommendation systems play an important role because of the value that is attributed
to movies and books nowadays, and considering that there are so many to choose from
that the user may not be able to have a specific target. In this context, our proposed
work, design and implement a prototype of movie recommendation system while tak-
ing into consideration the real requirement for the search of movies and books. The
research of movie recommendation system by using the k-nearest neighbors approach
and collaborative filtering algorithm are adopted to extract the criteria for a good use
case on recommender systems. At last, the results are as what was expected as they
showed that the system has a good recommendation effect.
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1. INTRODUCTION
In big data analytics, a recommender system provides the ability to extract relevant, new and desir-

able contents. Practically, in big data analytic engines such as in spark, SparkSQL core and SparkMlLib [1]
especially which gives us the ability to apply distributed collaborative filtering. As intelligent system, it pro-
vide the ability to resolve many problems related to our topic. Practically, in the stage of advanced big data
analytic processing, we have to call and use some advanced and depth functions in machine learning and also
related to graphs analysis in order process and extract relevant information for recommender systems. In the
context of decisional system, those uses permit to speed up processing and take decisions with hight score of
precision. This famous cores are used to learn the probability distribution over a ranking matrix and by using
layers in neural network architecture, this application can facilitate computing the similarity between different
movies [2]. Recommender systems can be considered as a kind of tool, for which a user discloses his profile
(represented in a general way by his preferences and tastes). In return, they project him a personalized and
reduced image of a whole mass of information that exceeds our cognitive faculties [3].

At first sight, they resemble information search engines [4], moreover they can content to return a list
of results ordered according to an element of the user’s profile which in these systems is reduced quite simply
to the keywords of his request. Practically, the returned results for the same list of keywords are identical as
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long as the query is the same. In the absence of recommendation systems, a user in search of information on
the web faced with this tide of information has recourse to these search engines among which are: Google,
Yahoo! and Altavista. The nature of the information manipulated by these search engines is textual in multiple
formats, for example the hypertext markup language (HTML) format of web pages. The field of application
of recommendation systems can cover a very vast space of items such as: films, music, images commercial
products. Moreover, they are more and more an integral part of e-commerce sites.

Recommendation systems have become so important that they can be found in every field. They have
become crucial in finding information related to the user’s preferences as their goal is to filter and adapt infor-
mation based on each individual’s liking. There are different methods used for having a good recommendation
system: first one is to recommend basing on the content [5] and the second one is based on the similarity [6] of
the user with other users which is called collaborative approaches [7].

2. RELATED WORK
Generally, the techniques for the recommender systems are divided into three categories: collaborative

filtering, content-based filtering, and hybrid filtering. The content-based recommender system: this method is
based on the data that is given by the user, either explicitly (for example: rating) or implicitly (for example:
clicking on a link). After capturing this data, the system generates a profile for each user called “user’s profile”
that is used to generate the recommendation for that specific user. In this method, the system analyzes the
user’s past activity and attempts to recommend a similar item based on that history. It takes one user’s profile
at a time in order to be as accurate as possible. The collaborative filtering [8]-[10]: in the contrary of the past
method, this filtering takes a bunch of user’s profiles to analyze at the same time. It finds users whose taste are
similar to those of a given user, then recommends items and products based on the assumption that they will fit
to the given user’s taste because of the similarities with the other users.

The last method, which is a hybrid method of the two cited above emerged in order to combine the
strengths of them both as well as to overcome their weaknesses. It can be used in two different ways: the first
one is that we first use the content-based filtering then pass the results to the collaborative recommender, and
the other way is to start with the collaborative recommender then pass the results to the content-based filtering.
It goes both ways. The last way is to use one single model, which is a combination of the two filters to generate
the result. These modifications are also used to deal with other data problems such as data sparsity or scalability
issues. Figure 1 describes the “taxonomy of the recommender system”.

2.1. Organization
The recommender system faces many challenges. Some of these problems include cold start problems,

data disparity and scalability [11], [12]. Let’s review these problems in order to understand them and come up
with a suitable solution for each of them:
− Cold start problem

Refers to the number of users needed in order to find a match. We need enough users in order to have
reliable results. At the beginning, each user profile is empty since they haven’t been able to review or
evaluate anything yet, so the system does not have an idea about their taste. Therefore, recommendation on
an item becomes difficult. Items, as well as users, go through the same problem at the beginning. The new
item has not been reviewed by users since they are new to them. The solution to these two problems is to
implement hybrid techniques. The Figure 1 gives a taxonomic exists classes in the literature of recommender
systems.

− Data disparity
Finding same users who rate the same item can be a challenging task because most users do not rate items.
When we lack information about a user, giving recommendation can be laborious.

− Scalability
With great data, comes great resources. Using the use of massive amount of data can help collaborative
filtering to improve reliability. However, when the information grows exponentially, so does the price and
the result becomes inaccurate.
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Figure 1. Taxonomy of recommendation system

3. PROPOSED RESEARCH METHOD
The most used technique for recommendation systems in both academic and commercial fields is the

collaborative filtering (CF). The idea behind this great technique (Figure 1) is to make the recommendations
based on the user’s ratings of a product. There are two types of rating: explicit or implicit. The first type is
done by directly asking the user to express their opinion about a product, while the second one is understood
after the purchase or the mention of an item in an article as it is considered an expression of appreciation. This
second method is easier to collect. However, it implies adding some noises to the information that have been
collected [13], [14].

3.1. KNN algorithm
In the recommendation world, one of the most appreciated techniques is the k-nearest neighbor (KNN)

[15]-[18]. More often than not, techniques of this kind are based Netflix [19] being the most known streaming
services nowadays, made the matrix factorization approach popular as it is used by them to handle massive
amount of data while staying meticulous and nimble. By containing algorithms that are easy to implement and
quite efficient, these techniques are observed as being the state of the art for a static ranking forecasting duty.

Matrix Factorization uses vectors of factors contained from item evaluation models to designate users
and items, then bases the recommendation on the match between factors of both items and users. The input
data used for recommendation systems is of different types and categories placed in a matrix representing users
in one dimension and items of interest in the other dimension. In order to identify latent semantic factors,
singular value decomposition (SVD) approach is used in information retrieval, while it is crucial to factorize
the user-element evaluation matrix in the collaborative filtering situation. These matrices often face lack of
values and are considered incomplete, which leads to sparsity. One must be careful in handling such matrices,
otherwise overlearning can be induced.

In this work, we will be suggesting a recommendation system for movies based on that second ap-
proach, collaborative filtering, in addition to KNN which computes the similarity between movies as a means
to generate movie recommendation for a specific user, and we determine which are the Top-K. On either
binary data or real-valued data, benefit some principles of rules of association and generalize them on ob-
ject comparison. Although more appreciated in item-to-item recommendations, these techniques experience
lack of scalability so the time consumed by the algorithms increases noticeably with the number of items.
The three components most present in collaborative filtering approaches using KNNs are the following: mea-
sure of similarity, function that uses the measure of similarity to capture the neighborhood and prediction
function build on the evaluations of neighbors.
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3.2. Matrix factorization
Recommender systems can be defined in several ways, given the diversity of classifications proposed

by these systems [2], but there is a general definition by Burke [12] who defines them as follows “systems
capable of providing personalized recommendations to guide the user to interesting and useful resources within
a large data space”. Every recommendation system has two basic entries: the user and the item. The user is
the person who is targeted by the recommendation system and uses it. They give their opinion on a variety of
items and gets new recommendations from the system in return. The item is the recommendation provided by
the system to the user. Each filtering algorithm has a specific kind of input data to be used for the recommender
system. More often than not, they are three categories, the estimation, the demographic data and also content
data.

4. RESULTS AND DISCUSSION
Recommender systems can be evaluated in different measures in order to determine their accuracy and

their performance. Our approach is based on two metrics which are mean absolute error (MAE) and root mean
square error (RMSE). The MAE measures the errors rate between paired different observations based on scale-
dependent accuracy measure. The RMSE gives as a predicted values based on some quantitative unstructured
data. The MAE and RMSE errors divulgate the performance of using hybrid logic for movies recommendation
datasets.

4.1. Mean absolute error (MAE)
MAE = ( 1

|R| )
∑

u,i,r∈R |r̂u,i − ru,i|. Here, r̂u,i is the predicted rating for user u on item I , ru,j is
the actual rating, and N is the total number of ratings on the item set. Accuracy of the predictions made by the
recommendation engine for user rating goes up when the MAE goes down [20].

4.2. Root mean square error (RMSE)
Larger absolute error is emphasized by the root mean square error (RMSE) [21]:

RMSE =
√

1
|R| )

∑
u,i,r∈R(r̂u,i − ru,i)2

the lower of the RMSE, the better accuracy of the recommender system. Over the last handful of decades, film
recommendations using multiple techniques have been largely studied, including the alternating least square
(ALS) algorithm [22]-[24] which is based on the weighting technique and the item collaborative filtering based
on similarity. Previous information on the evaluations of the films generated by the user is required by these
techniques that essentially use movie lens data sets in order to achieve evaluation. Nonetheless, accuracy of
these systems is still yet to be proven and there is on-going research for real-time improving performance of
these systems.

4.3. Datasets
As mentioned above, the movie lens dataset [25], which is collected and managed by the group lens

organization, is the one most used for movie recommendation systems. Otherwise, experiments are done on
public and standard datasets. Figure 2 shows the properties of the movie lens datasets.

Figure 2. Movielens dataset

A hybrid big data movies recommendation model based k-nearest neighbors ... (Abderrahmane Ez-Zahout)



438 ❒ ISSN: 2502-4752

Dataset is a measurement unit for information published in a public open data storehouse, which
is used by researchers to perform experiments. Datasets contains one or more database tables where columns
express variables and rows express a given record from the data. Datasets are divided into two sections: training
set and test set. This division allows them to achieve the aimed result. The model uses the training set to run,
which is then compared to the larges result. Estimation of the final model is provided by application of the test
data. Movie datasets are of considerable amount and widely available. Some of the examples of such datasets
are: Movielens 100K, Movielens-10M, and so on. Fields found in these datasets are user ID, item ID, and
others. All models were implemented using the scikit-learn and surprise framework in Python. First, the data
was imported into the Pandas data framework so that the matrices could be created and used by all models.
Figure 3 gives details about our used framework by listing all used packages.

Figure 3. Framework used

A short summary of the results using the open data-set MovieLens is presented. The results show that
SVD++ produces the best results, but not by a large margin. In addition, SVD also produces good result and
becomes the second-best model on this data-set. The figure also shows the computation time for all models. We
can see here some interesting results. The most advanced model, SVD++, has a significantly longer learning
time, longer than the SVD model. Additionally, on one hand, we can also see that all the matrix factorization
models have slightly longer learning times while having short test times. On the other hand, the KNN model is
the opposite, with a longer test time relative to its learning time. The objective of this paper was to evaluate dif-
ferent recommendation models based on machine learning. Traditional recommendation algorithms are based
on neighborhood models suck as k-nearest neighbor, while new state-of-the-art models are based on matrix
factorization. Overall, the goal and challenge of this research was to find the best performing recommendation
model on the movie dataset. Figure 4 gives details about RMSE and MAE MovieLens representation.

Figure 4. RMSE and MAE for MovieLens

From the experiments performed in this research on the MovieLens dataset, it is clear that matrix
factorization is the superior technique. In the following figure, the results of the RMSE and MAE error measures
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show that the SVD and SVD++ matrix factorization techniques consistently produced results with fewer errors
than the nearest neighbors. Figure 5 shows the results related to SVD evaluation:

Figure 5. SVD evaluation

in the following Figure 6, we represents the results related to the KNN evaluation:

Figure 6. KNN evaluation

in Figure 7, we have represented the global prediction and actual sum of the SVD evaluations. Also the Figure
8 gives us an idea about estimaed ration for the user id=9:

Figure 7. Actual and predicted sum of
evaluations-SVD

Figure 8. Actual and estimated rating for user
with ID equals 8

in the Figure 9, we have represents the actual and predicted sum of evaluations-KNN and especially in Figure
10, we gives the rating of the actual and estimated order for a special user with ID equals 8.

Figure 9. The % of actual and predicted sum of
evaluations-KNN

Figure 10. Actual and estimated rating for user
with ID equals 8
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5. CONCLUSION
The objective of this project was to evaluate different recommendation models based on machine

learning. As mentioned earlier, traditional recommendation algorithms are based on neighborhood models
and new ones are based on matrix factorization. Therefore, several models were evaluated using both of error
and precision (accuracy). Overall, the goal and challenge has been to find the best performing recommenda-
tion model on movie-lens datasets. Thus, returning to the original research question which was: how does
matrix factorization compare to neighborhood models using standard metrics to generate specific content rec-
ommendations? From the experiments done on the MovieLens dataset, it is clear that matrix factorization is
the superior technique and it gives a good result with a high score of precision.

REFERENCES
[1] D. K. Behera, M. Das, S. Swetanisha, and P. K. Sethy, “Hybrid model for movie recommendation system using content k-nearest

neighbors and restricted boltzmann machine,” Indonesian Journal of Electrical Engineering and Computer Science (IJEECS), vol.
23, no. 1, Jul. 2021, doi: 10.11591/ijeecs.v23.i1.pp445-452.

[2] G. Adomavicius and A. Tuzhilin, “Toward the next generation of recommender systems: a survey of the state-of-the-art
and possible extensions,” IEEE Transactions on Knowledge and Data Engineering, vol. 17, no. 6, pp. 734–749, 2005, doi:
10.1109/TKDE.2005.99.

[3] J. Daher, A. Brun, and A. Boyer, “A review on explanations in recommender systems,” Technical Report LORIA -Université de
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