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 Tweet sentiment analysis is a deep learning study that is beneficial for 

automatically determining public opinion on a certain topic. Using the long 

short-term memory (LSTM) algorithm, this paper aims to proposes a Twitter 

analysis technique that divides Tweets into two categories (positive and 
negative). The global vector (GloVe) word embedding score is used to rate 

many selected words as network input. GloVe converts words into vectors 

by building a corpus matrix. The GloVe outperforms its prior model, owing 

to its smaller vector and corpora sizes. GloVe has a higher accuracy than the 
model word embedding word2vec, continuous bag of word (CBoW), and 

word2vec Skip-gram. The preprocessed term variation was conducted to test 

the performance of sentiment classification. The test results show that this 

proposed method has succeeded in classifying with the best results with an 
accuracy of 95.61%. 
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1. INTRODUCTION  

Background: Due to the increasing growth of social media use, particularly in India, sentiment 

analysis on social media is currently an intriguing issue to research. One of them is Twitter, a social media 

platform. By sending a Tweet, which is a short message, Twitter users can express their views on a particular 

discussion that is happening around them. This Tweet can be analysed for sentiment for a variety of 

purposes, including as determining an individual's personality or determining people's interest in one or many 

other things [1], [2]. 

It entails attempting to judge the emotion expressed in a text, that is, analysing it to determine the 

emotion that the person is expressing in relation to a product, news, or any other topic. Texts can be classified 

as positive, negative, or neutral using the most basic opinion tools [3]. According to statista.com [4], [5] the 

total number of Internet users worldwide is 4,540 million in the year 2021 and on social networks, there are 

3.6 billion users in the year 2020. As more people incorporate these modern applications into their daily 

lives, a demand has arisen for the development of new emerging technologies capable of manipulating and 

analysing large amounts of data, obtaining patterns and trends from them, and drawing conclusions that aid in 

better understanding the general public and generating important decisions, whether in commercial or 

electoral matters or, where appropriate, generating marketing strategies on products or services [6]. 

Identifying the predominant sentiment of the users is a very complex task even for the human being 

and is the reason for being of this discipline. In recent years, an enormous number of sentiment analysis 
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studies have been carried out and it has been applied in a wide variety of interdisciplinary fields, such as 

politics [7], technology [8], medicine [9], companies [10], to name a few, it should be noted that most of the 

studies in this branch take the social network Twitter as the main source of obtaining data to analyze public 

opinion. Identifying the predominant sentiment of the users is a very complex task even for the human being 

and is the reason for being of this discipline. In recent years, an enormous number of sentiment analysis 

studies have been carried out and it has been applied in a wide variety of interdisciplinary fields, such as 

politics [11], technology [12], medicine [13], companies [14], to name a few, it should be noted that most of 

the studies in this branch take the social network Twitter as the main source of obtaining data to analyze 

public opinion. 

That is why it has become a necessity for companies to monitor social networks to analyze the 

opinions of their customers and obtain feedback on their products/services to improve them, according to 

[15] this type of study allows companies to carry out market research without the need to resort to surveys of 

people, obtaining greater quality information. To build this sentiment analysis system, the method will be 

used word embedding. This method can improve the performance of sentiment analysis, because that word 

embedding is widely used in research that discusses sentiment analysis. In this study, the model will be used 

word embedding which name is global vector (GloVe) [16], [17]. Model GloVe is chosen because it has a 

good level of accuracy compared to the model word embedding more like word2vec (Continuous Bag of 

Words and Skip-gram) and doc2vec [16]. Word embedding and tweet data will then be analyzed for 

sentiment classification. In this study, a method will be used deep learning to classify sentiments. The model 

to be used is long short-term memory (LSTM). In LSTM It has several layers, one of which is used for word 

embedding and has a good performance for classifying sentiments when used with word embedding model 

GloVe [16], [17]. 

- Problem statement: How to implement GloVe word embedding and long-short-term-memory (LSTM) 

deep learning algorithm to form a sentiment analysis model on voluminous data. 

- Proposed solution: Implement and analyze the performance of a sentiment analysis model using the 

word embedding GloVe and the LSTM deep learning model for classifying Tweets sentiments as 

positive or negative. The classification of Tweets by which the scheme can make it easier for 

companies/groups/individual to find out the perceptions in the form of negative opinions and positive 

opinions, so that they can be used as a reference in efforts to maintain quality and improve deficiencies, 

as well as evaluate products and services in a better direction. 

 

 
2. RELATED WORK 

The opinions of Twitter users were examined for the prediction of film industry trends in a study 

[18]. They used Twitter's application programming interface (API) to download over 500 tweets related to 

the release of three films, both before and after they were released. To assess the polarity of the tweets, they 

employed the tool TextBlob to perform lexical analysis and pre-processing operations. What do you mean by 

positive, negative, and neutral? as a result, they discovered that users' opinions of the films are positive prior 

to their release and gradually improve after their release. They also discovered that negative opinions become 

neutral, and that there is a strong relationship between the data analyzed and ticket sales at the box office. 

They state that this type of study can be useful to develop strategies for marketing in real time. 

A sentiment analysis of a collection of tweets was used to evaluate the performance of a television 

program by Munjal et al. [18]. They employed a lexicon-based strategy to determine the polarity of the 

feelings expressed in the tweets and identify them as positive or negative, and then used this information to 

train a classifier using support vector machines (SVM). According to the study, a combination of these 

methodologies may be used to accurately analyze sentiment in television programs with an accuracy rate of 

80%. 

For the 2016 US presidential elections, Tiara et al. [19] conducted a sentiment study on Twitter. 

They calculated sentiment using two approaches: lexicon-based sentiment analysis using Opinion Finder and 

sentiment analysis with machine learning using the natural language processing toolkit (NLTK) to implement 

the algorithm Naive Bayes (NB). The study showed that there is a very high correlation coefficient of 94% 

with the data from the surveys. Furthermore, they stated that social media surveys may be more heavily 

incorporated into voting in the future. 

Many methods can be used in forming sentiment analysis, as did Imaduddin et al. [20] which uses 

multiple models word embedding Word2vec, continuous bag of word (CBoW), Word2vec Skipgram, and 

doc2vec. They used LSTM to carry out the sentiment classification procedure for hotel reviews and got the 

best results when compared to other implementation word embedding methods. According to the study's 

findings, GloVe outperformed other model word embedding methods [21]. 
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Pennington et al. [22] and Sharma et al. [23] build a model GloVe of approach CBoW, and  

Skip-gram in shaping word embedding, GloVe has a higher accuracy than the model word embedding 

word2vec, CBoW, and word2vec Skip-gram. As a result, it provides benefits in terms of accuracy and 

computing speed. Apart from that, Li and Qian [24] explained that they chose LSTM to categorize sentiments 

because it can handle the problem of vanishing/exploding gradient, which is a development of the model 

recurrent neural network (RNN). Li and Qian [24] stated this in their study, which looked at the sentiment of 

the text. Because of this, the model will be used for sentiment analysis of disaster Tweets using word 

embedding GloVe and LSTM [24], [25]. 

 

2.1.  Literature review 

2.1.1. Word2Vec and continuous bag-of-words (CBoW) 

According to Mikolov et al. [26] introduced Word2Vec, a method for expressing words in vector 

form or word embedding, which has two architectural models [27]. Continuous bag-of-words (CBoW) and 

Skip-gram models are two architectural models proposed by Word2vec to build the word representation. 

Whereas, CBoW is Word2vec's model architecture, which is based on the loglinear model. The CBoW model 

architecture works by uniformly dividing the projection layer across all words, resulting in evenly dispersed 

vectors (projected in the same place). To predict words, in the CBoW model words are predicted based on 

their context. 

 

2.1.2. Skip-gram 

Skip-gram model as the second model based on the Word2vec approach. When comparing the 

models CBoW and Skip-gram, the main distinction is that the CBoW model predicts the probability of a 

word given its context. The context can have any number of words in it. A context window, which tells how 

large the neighbour of the provided word as context will be, determines the amount of words in the context. 

Therefore, CBoW predicts or classifies words depending on their context, whereas Skip- gram predicts words 

by looking at other words in the same sentence [26], [27]. Figure 1 depicts the architecture of CBoW and 

Skip-gram. 

 

 

 
 

Figure 1. CBOW and Skip-gram: source [28] 

 

 

2.1.3. Global vector (GloVe)  

The RNN is a deep learning method based on architectural neural networks that can represent 

sequential input. RNN can store information about the previous state in order to determine the potential or 

provide output based on the prior state. However, RNN has the drawback of experiencing vanishing 

gradient/exploding gradient when too many sequences are executed. The term "vanishing/exploding 

gradient" refers to a circumstance in which the gradient value might be very tiny or equal to zero, as well as 

highly large [29]. As a result, a method known as LSTM was created to solve these flaws by using a gate 

system. 

 

2.1.4. Recurrent neural network (RNN)  

The RNN is a deep learning method based on architectural neural networks that can represent 

sequential input. RNN can store information about the previous state in order to determine the potential or 

provide output based on the prior state. However, RNN has the drawback of experiencing vanishing 
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gradient/exploding gradient when too many sequences are executed. The term "vanishing/exploding 

gradient" refers to a circumstance in which the gradient value might be very tiny or equal to zero, as well as 

highly large [29]. As a result, a method known as LSTM was created to solve these flaws by using a gate 

system. 

 

2.1.5. Long short-term memory (LSTM)  

The LSTM is the development of RNN to solve the problem vanishing/exploding gradient. In the 

LSTM architecture addedgate or gate that serves to regulate what information to remember. There are 

additional three gates, each of which serves as an input gate, a gate to delete previous information and an 

output gate. With the addition of these three gates, the LSTM can better manage the stored information so 

that it doesn't happenvanishing/exploding gradient [30]. Figure 2 is an example of a sentiment classification 

application model with LSTM. 
 

 

 
 

Figure 2. LSTM architecture: source [31] 

 

 

2.1.6. Pre-processing 

Pre-processing is a process that must be done before the data can be used for analysis. Because text 

data obtained from Twitter usually contains many errors such as unstructured words, writing errors, 

unnecessary characters, abbreviations, and other things that can make the process of word extraction and 

sentiment analysis unable to provide good performance [32].  

Therefore, it is necessary to do pre-processing steps, to minimize or eliminate errors in the data. So 

that when the data is processed it will produce maximum results both accuracy and classification process. 

There are several schemes commonly applied for pre-processing on Twitter namely: 

- Case folding, uniform characterization, so that the words in the sentence are all lowercase or uppercase. 

In this study the letters will be converted into lowercase. 

- Stop word removal, removes words that have a weak influence or meaning in a sentence, such as the 

word “yang”. 

- Symbol removal, removes unnecessary symbols such as URLs, @, # or extra spaces that are the most 

dense in tweets. 

- Tweet Tokenization, at this stage the tweet in the form of a sentence will be cut every word into a token 

form. 

 

2.1.7. Confusion matrix 

One way to evaluate the results of sentiment analysis is to use an evaluation matrix known as the 

confusion matrix. In the confusion matrix, there are several things that can be evaluated from the 

classification results of sentiment analysis, namely accuracy, precision, sensitivity and f-score which is a 

combination of two sensitivity and precision evaluations [33]. 

Table 1 is an example of a confusion matrix, where the results of the classification each has a value 

of TP, FN, FP and TN. To calculate the value of each evaluation, as shown in (1)-(3): 
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁 
 …  (1) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 … (2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑇+𝐹
 … (3) 

 

Table 1. Confusion matrix 
  Predicted class positive Predicted class negative 

Positive True positive (TP) False negative (FN) 

Negative False positive (FP) True negative (TN) 

 

 

3. RESEARCH METHOD 

The suggested approach is depicted in Figure 3 that includes steps used in LSTM methods such as 

data collection, dataset Twitter, data pre-processing techniques like stopword removal, removal of URL and 

mentions from tweets, removal of punctuation and digits, case folding, lemmatization and tokenization using 

natural language processing. Feature extraction using GloVe model training, and finally classification using 

the LSTM is done for result evaluation. 

 

 

 
 

Figure 3. Proposed model: source (Self) 

 

 

3.1.  Data collection 

In general, the data collection process is carried out using the requesting access from the application 

programming interface (API) provided by Twitter. To gain access to the Twitter API, one must first register 

with the Twitter account at Twitter Developers’ resource. Thereafter, the resources grant the key and token to 

access the Twitter API. The Algorithm 1 listed below serves to get Tweet data from certain keywords, the 

results of which will be written in a CSV file containing a list of Tweets from the keywords being searched 

for as under: 

 

Algorithm 1 
Begin 

Initialize Secret Key API 

Define Search Keyword 

Initialize CSV File to Save Tweets based on Search Query 

Preserve Results into CSV File 

End 

 

3.2.  Pre-processing 

The data gathering findings will not be used right away, but will be pre-processed first. This is 

because the data collected on Twitter still contains a lot of characters that aren't needed, as well as faults in 

writing, the usage of acronyms, and other factors that can skew sentiment accuracy and classification results. 

Table 2 shows the phases of pre-processing that will be used in this study. 
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Table 2. Pre-processing of Tweets 
Pre-Processing Step Output 

Original Tweet @twista202 I motionlessly haven’t examine the 9th and 10th Princess chronicle. Reduction Francesca prepared 

me to weep at the ending. Hmm those are straightforward books. http://ff.im/1XTTi 

Stopwords @twista202 motionlessly haven’t examine9th10th Princess chronicle. Reduction Francesca prepared me weep 

ending Those are straightforward books. http://ff.im/1XTTi 

Remove URLs and 

Mentions 

Motionlessly haven’t examined 9th10th Princess chronicle. Reduction Francesca prepared me weep ending 

Those are straightforward books. 

Remove Punctuation 

and Digit 

Motionlessly not examinePrincess chronicle. ReductionFrancesca prepared weep ending those are 

straightforward books 

Case folding Motionlessly not examine princess chronicle reductionFrancesca prepared weep ending those are 

straightforward books 

Remove White Space Motionlessly not examine princess chronicle reduction Francesca prepared weep ending those are 

straightforward books 

Tokenization [Motionlessly, not, examine, princess, chronicle, reduction, Francesca, prepared, weep, ending, those, are, 

straightforward, books] 

 

 

3.3.  GloVe model training 

At this stage, the Tweets training is carried out, which will be formed as a model global vector. In 

this study, several vector dimensions will be used, namely dimensions 150, 200, 250, 300, and 350. The 

Tweets are represented as a vector by forming a matrix of word occurrences in a certain context; it can be 

seen in Table 3. 

 

 

Table 3. Co-occurrence GloVe 
 Still Not Read Diaries Saving Cry Easy Books 

Still 2 0 2 1 1 1 2 1 

Not 0 0 9 0 0 1 0 0 

Read 2 0 1 1 0 0 1 2 

Diaries 1 0 0 2 0 0 0 1 

Saving 1 0 0 0 2 0 2 0 

Cry 1 0 0 0 0 2 0 0 

Easy 2 0 0 1 0 0 2 0 

Books 1 0 1 1 1 0 0 2 

 

 

The calculation of the probability of the occurrence of the word is in the form as shown in (4). Then 

the results obtained will be calculated by the values of cost function:  

 

𝑓(𝑋𝑖𝑘)𝑥 = 𝑥 {𝑥 (
𝑋𝑖𝑘

𝑋𝑚𝑎𝑥
)

𝛼

𝑥 ,𝑥𝑖𝑓(𝑋𝑖𝑘<𝑋𝑚𝑎𝑥
1;𝑜𝑡ℎ𝑒𝑟𝑠

 … (4) 

 

for word weighting, which in (4) is denoted by𝑋𝑖𝑘 , where i is vector of data used for prediction or training 

and k is the weight, that depicts the result of the matrix in Table 3. In this study, GloVe parameters such as 

Xmax and alpha 𝑎 values will be used in accordance with Xmax=100,𝑎=0.75 and iterations are adjusted to the 

size of the vector, in order to get good performance. After the model is formed, the GloVe model will be 

embedded into the LSTM layer for sentiment classification. 

 

3.4.  Sentiment classification with LSTM 

In the sentiment classification process in the LSTM model, the form of the input and its magnitude 

is needed. In this study, the input sequence will be used. Then in the next layer, the word embedding model 

will be embedded in the LSTM embedding layer. By adjusting the size of the embedded vector and also in 

this layer, feature extraction will be carried out where each word in the dataset will be searched for its vector 

weight, which will then be classified as negative and positive in sentiment. The LSTM layer in this study 

uses 25 LSTM units and default dropout 0.5 with a layer using ReLU with 256 activation units and 1 sigmoid 

activation unit after that, which can be seen in Figure 4. 

The data process is classified by LSTM, starting with data that has been processed. Pre-processing 

looks for the form of numbers or their representations in vector form that has been created using word 

embedding global vector. Then enter one by one sequentially in a set to the LSTM, the results of each hidden 

layers will be distributed to other hidden layers along with subsequent entries. After the final result comes 

out, it will then be forwarded to dense layers to change the output according to rectified linear activation unit 

(ReLU) and Sigmoid activation functions. 

 

http://ff.im/1XTTi
http://ff.im/1XTTi
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Figure 4. LSTM model 

 

 

3.5.  Evaluation of classification results 

The next stage is to analyse the results once the model has classified the sentiment analysis. The 

confusion matrix approach is used to calculate the level of accuracy, which is how accurate the model can 

classify correctly, by entering the value from the classification results into the equation. Then there's the 

amount of precision, or how to express the degree of accuracy between the desired data and the model's 

predicted findings. 
 

 

4. RESULTS AND DISCUSSION 

In this study, tests were conducted using data with a balanced number of negative and positive 

labels with a total of 800000, 807078 and 1607078 tweets of data. Also, data with an unbalanced number of 

negative and positive labels (800000 negative labels and 800000 positive labels) was used to test the 

hypothesis. Model GloVe is used in the test using dimensions 150, 200, 250, 300, 350, 400, and 450 using 25 

epoch and the number of sequences is 50. To see the success of the test, in this study, Confusion Matrix is 

used to see the results of the test in the form of accuracy. 

 

4.1.  Sentiment analysis using GloVe model with balanced amount of data 

In this test, testing is carried out with the Tweet data that has a balanced sentiment label with 

different vector dimensions. Tweet data is divided into train and test data, with percentages of test data as 

much as 20% of each total amount of the Tweet data. The test results can be seen in Figure 5 whereas the 

Sentiment 0 depicts the positive and 1 depicts the negative, respectively: 
 

 

 
 

Figure 5. Sentiment analysis using GloVe model with balanced amount of data 

 

 

4.2.  Validation accuracy 

Based on Figure 5, it can be seen that the level of performance for each amount of data and the 

vector dimensions is capable to identify the sentiments. For the best results in this test, the number of tweets 

is 16000000 and the vector dimensions are 300 with an accuracy rate of 95.61% as in Figure 6. 
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Figure 6. Validation accuracy  

 

 

5. CONCLUSION 

The outcomes of tests that were carried out utilizing the GloVe model as word embedding on the 

LSTM for sentiment analysis of Tweets can be deduced based on the aforementioned discussion. As a result, 

the scheme produces the best categorization results, with an accuracy rate of 95.61 percent. Following that, a 

level of accuracy of 1600000 Tweets was achieved, as well as GloVe 300 vector dimensions of 800000 

positive and 800000 negative, respectively. 
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