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Abstract 
In the age of big data, information mining technology has undergone tremendous change; 

traditional forecasting mining technology has not been able to solve the information mining problems under 
a large scale of data. this paper put forward a modeling mechanism of information analysis and mining 
under the age of big data, the modeling mechanism is, first, construct the model of task decomposition of 
information by MapReduce tool, then, make data preprocessing and mining operation according to the 
single task data sheet, use mathematical model, artificial intelligence and other methods to construct the 
new ideas of information analysis and data mining under the age of big data, finally, a case study 
presented to demonstrate the feasibility and rationality of our approach. 
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1. Introduction 

The age of big data [1] poses a new challenge to the electric power industry 
development, but it has also brought new opportunities for its development. Production 
management level of power production, marketing and network operation and maintenance will 
be improved by using good data management methods and feasible data mining strategy, it will 
also provide powerful information technology support to Chinese electric power enterprises so 
as to stand in the advanced ranks in the world. 

Under traditional data scale, a lot of methods can be used to forecast the electricity 
consumption. literature [2] does quantitative research on application scope of GM (1, 1) model 
and the relation between developing coefficient and prediction accuracy; literature [3] 
reconstructs the background value using Newton-Cores formula; literature [4] proposed a novel 
neural-fuzzy short-term load forecasting model based on neural networks and fuzzy logic; 
literature [5] applied hybrid non-linear models for energy consumption forecasting; literature[6] 
proposed an adaptive neural–wavelet model for load forecast in the competitive electricity 
market. 

In the age of big data, the environment of electricity consumption forecasting mining has 
undergone tremendous change, consumption forecasting remains a difficult task because 
electricity consumption in a region is inevitable influenced by many factors of random nature, 
such as economic development, population, weather conditions and industrial productions in the 
region. So, traditional consumption forecasting mining method has not been able to solve the 
problems under a large scale of data, we must construct a model that can be used to forecast 
the electricity consumption under the age of big data. 

This paper is organized as follows. Section 2 introduces the modeling mechanism of 
consumption forecasting under the age of big data and present a new forecasting model that 
can be used for big data. In session 3, the case study is described; finally, the conclusions are 
presented in session 4. 
 
 
2. Modeling Mechanism of Consumption Forecasting under the Age of Big Data 
2.1. Task Data Decomposition 

MapReduce [7] is a programming model and an associated implementation for 
processing and generating large data sets. Users specify a map function that processes a 
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key/value pair to generate a set of intermediate key/value pairs, and a reduce function that 
merges all intermediate values associated with the same intermediate key. Many real world 
tasks are expressible in this model, as shown in the paper.  

The MapReduce program abstracted the data processing task into a series of Map-
Reduce operation. Map operation mainly completes the filtering operation of the large scale 
data, Reduce operation mainly completes the aggregation operation of the large scale data. The 
input and output data are stored in <key, value> format, the MapReduce framework will make 
task decomposition automatically and achieve parallel execution. The conceptual model of task 
decomposition is shown as follows. 
 
 

 
 

Figure 1. Conceptual model of task decomposition by MapReduce program 
 
 
2.2. Task Data Mining-consumption Forecasting Modeling 

After the decomposition operation, the large scale data sets can be divided into different 
single small task, but, sometimes, the single task still have large scale, so, we chose neural 
network algorithm as fundamental method, make a mapping set between each data point in 
single data set and large training sets consisted by complex neurons. We use support vector 
machine (SVM) mechanism as an auxiliary method, and optimized the solution of neural 
network algorithm, improved the hidden layer of neural network.   

Step 1: Support J  is a big data set, *( , , )i iR     is the zonal region function cover the 
massive data sets, use SVM algorithm to solve the following problem: 
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Here, *,i i   is the slack variable, used to control the linear non-separable boundary. We 
can obtain a quadratic programming problem：  
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Where *, [0, ], 1, 2, ,i i C i N     , ( , )i jK x x  is Kernel function and ( , ) ( ) ( )i j i jK x x x x     

( )ix  and ( )ix  are images of sample space variable ix and jx . 
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Step 2: Construct the initial structure of neural network by LS-SVR algorithm, use 

Gauss radial basis kernel function as the hidden layer of neural network, then, we can obtain 
the new network structure: 
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Here, ic  is the center of radial basis kernel function that means support vector. l is the 

number of hidden crunodes, ix c  is defined as Euclidean norm. / 2md l   is the width of 

hidden crunodes, where md is the maximum distance between the selected center. 
Step 3: In the learning process of RBF network, adjust the center of radial basis 

function network weight, width and other network parameters, enables the network to achieve 
optimal performance, this algorithm chose gradient descent algorithm as its training algorithm.  

RBF network structure is: 
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Here jy is expected output, ˆ jy  is network output. 
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Step 4: Computing the partial derivative ij i ic 、 、  of J , we can obtain: 
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So, the correction formula of parameters is as follows: 
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Here, 1 ,1i l j M    , l is the number of hidden crunodes, M is the output 

dimension,  is step length, generally speaking 0.05  . 

 Step 5: After determine ij i ic 、 、 , the RBF forecasting model can describe as follows: 
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Here r  is the number of output neuron, ik is the network weight.  
 
 
3. Case Study 

Nowadays, big data is the most popular vocabulary in information processing area, but 
it is not enough to have big data only, the key value is to make these data play business role. At 
present, there are fewer references about big data processing, from the application object of big 
data processing; electricity system is a suitable application field. Electricity system is the 
fundamental, pillar and leading industry, plays an important role in promoting the national 
information.  

Under the background of China’s power industry, this paper try to make a forecasting 
mining study on the electricity consumption big data, so that we can obtain a solution to deal 
with the big data processing. The specific programs are as follows: 
 (1) Determine the study object 

Taking a certain area of electric power business data as the research object, the time 
span from January, 2010 to December, 2012. All kinds of business data record total of 9785639 
items, the data volume is 1.2PB. Taking into account the original data information is huge and 
complicated, and the server derived inconvenience, so this paper does not indicate. These 
business data including structured data and unstructured data, such as the number of users, 
cost, time length, reason of cut network, style of cut network and so on. In line with the basic 
requirements in terms of data size and data type of big data. 
(2) Separate the study target 

   Separate the consumption data from the whole business data by using MapReduce 
technology, separating core code is as follows: 
 

Mapper.py 
#!/usr/bin/python 
import sys 
for line in sys.stdin: 
for Consumption Data in line.split():   
sys.stdout.write(“%s\t%d\n”%( Consumption Data,1)) 
Reducer.py 
#!/usr/bin/python 
import sys 
dict={} 
for line in sys.stdin: 
(Consumption Data,count)=line.split() 
count=int(count) 
dict[Consumption Data]=dict.get(Consumption Data,0)+count 
for key in dict.keys(): 
sys.stdout.write(“%s\t%d\n”%(key,dict[key])) 

 

 
Figure 2. Comparison Chat Electricity Consumption Big Data Mining 
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4. Conclusion 
At present, the data mining study for traditional scale data set has been widely 

researched and used. Big data age has brought a great change to data mining, especially to 
extract valuable information from the massive complex data set, is a new challenge. This paper 
combined the big data and traditional data mining methods by using MapReduce technology, 
gives a practical way to analysis and mining the large scale data. The prediction model in our 
paper has good feasibility and portability, can play a significant role in analysis and processing 
of large scale electricity data set.  
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