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 In Malaysia, banana is a top fruit production which contribute to the 

economy growth in agriculture field. Hence, it is significant to have a quality 

production of banana and important to detect the plant diseases at the early 

stage. There are many types of banana leaf diseases such as Banana Mosaic, 

Black Sigatoka and Yellow Sigatoka. These three diseases are related to 

color changes at banana. This research paper is an experiment based and 

need to identify the best color feature extraction method to classify banana 

leaf diseases. Total of 48 banana leaf images that are used in this research 

paper. Four types of color feature extraction methods which are color 

histogram, color moment, hue, saturation, and value (HSV) histogram and 

color auto correlogram are experimented to determine the best method for 

banana leaf diseases classification. While for the classifiers, support vector 

machine (SVM) and k-Nearest neighbors (k-NN) are used to evaluate the 

performance and accuracy of each color feature extraction methods. There 

are also preliminary experiments to identify accurate parameters to use 

during classification for both classifiers. Our experimental result express that 

HSV histogram is the best method to classify banana leaf diseases with 

83.33% of accuracy and SVM classifier perform better compared to k-NN. 
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1. INTRODUCTION 

Banana ranks as the leading fruit in world agricultural production and trade. The average global 

banana production increases up to 116 million tons in 2017-2019 which approximate value of 31 billion USD. 

In Malaysia, banana is the most produced fruit which the production is around 350,000 tons per year [1]. 

According to Malaysia fruit crops statistic, the total hectares of banana planting in Malaysia are 30 thousand 

hectares including in East Malaysia. For Peninsular Malaysia there are total of 11 states that involved in 

banana planting and the top three states that dominate the planting area are Johor leading with  

10,396.1 hectare, Pahang 4,654.5 hectare and Perak 2,860.4 hectare. Ministry of Agriculture, Malaysia also 

state that banana is one of the fruits that highly produced each year. Based on this statistic, this proves that 

banana is one of the important fruits in Malaysia for its agricultural industry and economy [2]. This statistic 

shows the high demand of banana globally and in Malaysia.   

However, the drawback of banana planting is there are so many banana diseases that will affect the 

production such as fruit and leaf diseases. Banana leaf diseases such as Yellow Sigatoka, Black Sigatoka and 

https://creativecommons.org/licenses/by-sa/4.0/
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Banana Mosaic can cause loss to our farmers and agricultural industry. Generally, the disease will be 

appearing in the banana leaf which shown the changes of the color and texture of the leaf as shown in  

Figure 1. The traditional approach to detect the disease is based on human eye observation by the expertise. 

However, this method is time and money consuming, and this method is convenient only for small farms, but 

not suitable for large farm. 

The aim of this paper is to identify banana leaf disease based on suitable color feature extraction 

method. In order to achieve this aim, there are three objectives that need to be achieved, which are; i) to study 

color feature extraction methods, ii) identify suitable color feature extraction method for banana leaf disease, 

and iii) evaluate the performance of identified color feature extraction method using two classifiers namely 

support vector machine (SVM) and k-Nearest neighbors (kNN). This paper will focused on four color 

features extraction methods namely color histogram, color moment, hue, saturation, and value (HSV) 

histogram and color auto correlogram. Total of 48 images which consist of 16 images of Banana Mosaic, 

Black Sigatoka and Yellow Sigatoka diseases will be used as image dataset. The evaluation of the 

performance each of color feature extraction and the classification accuracy will be using Waikato 

environment for knowledge analysis (WEKA) application. WEKA application is a set of machine learning 

algorithms that can be applied to a data set directly. This paper will be illustrated into several sections. First 

section is Introduction, follow with second section; literature Review. In section three is the proposed 

methodology, section four will be the results and finally is the conclusion. 

 

 

 
 

Figure 1. Black Sigatoka disease 

 

 

2. LITERATURE REVIEW 

Classification in banana plant using digital image processing has been widely used by researchers 

and expertise. This process is significant to identify and classify many banana diseases especially on banana 

leaf [1]. There are many stages to classify banana leaf disease using image processing namely image 

acquisition, pre-processing image, feature extraction and classification. In this literature review,there will be 

two sub-sections which the first sub-section briefly explain about the types of banana leaf diseases and the 

last sub-section explains on how these diseases will be classify using image processing techniques.  

 

2.1.   Types of banana diseases 

In Malaysia, banana is the second most grown fruit crop. Overall banana production has decreased 

due to the increasing threat of banana disease, high labour costs and marketing issues [3]. The development 

of computer technology detection system can support the farmers in the identification of diseases at initial 

stage and provide useful information for its control. There are several types of banana plant diseases such as 

Anthracnose, Black Sigatoka (black leaf streak), Cigar end rot, Yellow Sigatoka, Panama diseases, Rhizome 

rot, Banana Mosaic and many more. However, this research paper emphasizes on banana leaf diseases 

namely Black Sigatoka (black leaf streak), Yellow Sigatoka and Banana Mosaic.  

Black Sigatoka is caused by Mycosphaerella Fijiensis which also known as black leaf streak. It is a leaf 

spot disease that will change the color of original healthy banana leaf [4]. The symptoms are red/brown/black 

with yellow border appear on banana leaf as shown in Figure 1. Black Sigatoka causes greater yield loss than 

Yellow Sigatoka, significant reductions in leaf area and premature ripening in exported fruits [5]. 

Figure 2 shows the image of Yellow Sigatoka, the diseases that are caused by Mycospharella 

Musicola and this disease also other leaf spot diseases that will change the color of the original healthy 

banana leaf [6]. Banana Mosaic or also known as cucumber mosaic virus (CMV) that are caused by a virus 

and the symptom visible on the leaf are discontinuous green between light green and dark green as shown in 
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Figure 3. This virus can result in growth defects, reduced suckering and misshapen fruit. Moreover, Banana 

Mosaic can course fruit rejection which lead to economic losses [7]. 

Banana Mosaic or also known as cucumber mosaic virus (CMV) that are caused by a virus and the 

symptom visible on the leaf are discontinuous green between light green and dark green as shown in  

Figure 3. This virus can result in growth defects, reduced suckering and misshapen fruit. Moreover, Banana 

Mosaic can couse fruit rejection which lead to economic losses [8]. 
 

 

  
 

Figure 2. Yellow Sigatoka disease 
 

Figure 3. Banana Mosaic disease 
 
 

2.2.   Classification in agriculture 

Classification in agriculture using digital image processing has been widely used by researchers and 

expertise. Pandurng and Lomte [8] describe four examples of classification in agriculture namely, i) crop 

management, ii) identification of nutrient deficiencies and plant content, iii) crop and land estimation and 

object tracking and iv) fruits quality inspection, sorting and grading. 

This research paper emphasizes on fruits quality inspection and grading including fruits and leaf 

diseases classification that used image processing and machine learning to achieve the result. Dubey and  

Jalal [7] proposed apple fruit diseases identification using images using K-Means clustering technique for 

segmentation and multi-class support vector machine (SVM) to classify the images into different classes of 

diseases. For feature extraction the researchers use global color histogram (GCH) and color coherence vector 

(CCV). Result shows that CCV performs better than CGH. However, the drawbacks of K-means clustering 

technique is if they choose an inappropriate K in the beginning, it will affect the result of the experiment. 

Tigadi and Sharma [9] proposed a software solution for automatic banana plant disease detection to 

identify final percentage of infection by using deep learning artificial neural network technique. They use 

color feature extraction method namely histogram of template (HOT) to extract the features for both test and 

training data. According to Jeyalakshmi and Radha [10], proposed a software is good and can replace the 

manual system of plant disease detection. 

There is also research of guava leaf disease classification. Texture feature extraction methods 

namely scale invariant feature transform (SIFT), space extrema detection, keypoint localization, orientation 

assignment and keypoint descriptor are used in this research. SVM and k-NN are used as the classifiers. The 

result shows that SVM is slightly superior to k-NN in the classification. The drawback of this work is it is 

high computational process since so many methods have been used [11].   
 

 

3. PROPOSED METHODOLOGY 

Generally in plant disease classification, there are four stages to be completed which are i) image 

acquisition, ii) pre-processing image, iii) feature extraction and iv) classification. Every stages have several 

steps to be followed. This section explains the implementation detail of every stages. This section also 

describes the methods used in this research project such as the color-based feature extraction methods and 

types of classifiers.  
 

3.1.   Image acquisition 

 Image acquisition is to retrieve images from some source. It is initial stage in the image processing 

process as without an image, no processing is possible. In this research project, the dataset used 48 images 

from 3 different types of banana leaf diseases which are Banana Mosaic, Black Sigatoka and Yellow 

Sigatoka. These images are stored in .jpg format. 
 

3.2.   Image pre-processing 

 Every banana leaf image needs to be resized into 256x256 pixels. The purposed of resizing is to 

reduce high computational processing and to help improve the storage efficiency. It is significant to resize the 

image before further processing to obtain accurate results during classification.  
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3.3.   Color feature extraction in banana leaf images 

 There are many features can be extracted from banana leaf such as color, texture, morphology and 

structure in order to identify banana leaf disease [12]. However, in this research paper we are focusing using 

color feature extraction method. Figure 4 shows the flowchart of extracting color-based features. Color is a 

useful descriptor in low level feature because of its relatively robust to background compilation and an 

independent image in the aspect of size and orientation [13]. In this section, four types of color feature 

extraction methods will be described and later will be compare the performance of these methods in 

classifying three banana leaf diseases. The color feature extraction methods are color histogram, color 

moment, color auto correlogram and HSV histogram [14]. 

 

 

 
 

Figure 4. Flowchart for future extraction process 

 

 

3.3.1.  Color histogram 

Color histogram is a type of bar graph, where each of the bar represent the color from color space 

that being used [15]. Color histogram can be built from any kind of color space such as RGB, HSV and 

others color space. Statistically, color histogram is a way to present approximate joint probability of the 

values of its color space that being used by splitting the range of data into equally sized bins. 

Some commonly used parameters for color histogram are mean, standard deviation, skewness and 

kurtosis. Color descriptors for color histogram can be obtained globally by extracting the information on its 

mean values [16]. Therefore, this research paper used mean values as the parameter for color histogram to 

extract features of image dataset. 

The mean (μ) for the range of intensity value is computed as (1); 
 

𝜇 = ∑ 𝑟𝑖
𝑈𝐵
𝑖=𝐿𝐵 𝑝(𝑟𝑖)        (1) 

 

where ri is the intensity values and p is the size of the image. However, the drawback of color histogram for 

classification is that the representation is dependent of the color of the object being studied, ignoring its shape 

and texture [17], [18]. 
 

3.3.2.  Color moment 

Color moments characterize the color distribution in an image that can interpret by its probability 

distribution. Color moments are scaling and rotation invariant. In this research paper, first three-color 

moments namely mean value, standard deviation and skewness are used for feature extraction [19]. This 

method extracts both shape and color information which suitable use under changing lighting conditions. 

However, color moments cannot handle occlusion very successfully [20]. In (2) shows the calculation of 

mean value in color moments. 
 

𝐸𝑖 = ∑
1

𝑁

𝑁
𝑗=1 𝑝𝑖𝑗           (2) 

 

where pij is the value of the j-th pixel of the image at the i-th color channel and N is the number of pixels in 

the image. 
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The second color moment is standard deviation and can be obtain by calculating the square root of 

the variance of the color distribution. Standard deviation is defined by the (3). 
 

𝜎𝑖 = √(
1

𝑁
∑ (𝑝𝑖𝑗 − 𝐸𝑖)𝑥2)𝑁

𝑗=1        (3) 

 

Where Ei is the mean value, for the i-th color channel of the image which represent the R, G and B channel. 

The third color moment is skewness that is used to measure the asymmetric distribution of colors in 

an image. It can be concluded that in color moment there are total nine values as for each color R, G and B 

space components. The formula of skewness is defined in the (4). 
 

𝑠𝑖 = √(
1

𝑁
∑ (𝑝𝑖𝑗 − 𝐸𝑖)

3)𝑁
𝑗=1

3
       (4) 

 

Where Ei is the mean value, for the i-th color channel of the image which represent the R, G and B channel. 

 

3.3.3.  Color auto correlogram 

Color correlogram explains how spatial correlations of pairs of colors change with distance while 

color auto correlogram is a subset of color correlogram, only captures the spatial correlation between 

identical colors and consist of rows of the form(i,j) [20]. RGB color space is used and color quantization for 

each image is produced which result to sixty-four colors because of four levels for each color space channel. 

Four levels for R, G and B, (4x4x4=64). The values from all sixty-four colors will be stored as feature 

extraction values. The correlogram of the image I is defined for level gi,gj at a distance d using the (5). 
 

𝛾𝑔𝑖,𝑔𝑗
𝑑 (𝐼) ≡  𝑃𝑟𝑝1∈𝐼𝑔𝑖

,𝑝2∈𝐼 ⌈𝑝2 ∈ 𝐼𝑔𝑗 ‖𝑝1 − 𝑝2 = 𝑑|⌉     (5) 

 

In (5) gives the probability of any pixel p1 of level gi, and pixel p2 at a distance d in certain direction from 

level gi. In (6) defines how auto correlogram captures the spatial correlation of identical levels. 

 

∝𝑔
𝑑 (𝐼) =  𝛾𝑔𝑖,𝑔𝑗

𝑑 (𝐼)        (6) 

 

3.3.4.  HSV Histogram 

HSV histogram is generated using similar approach to the RGB color space. The features in HSV 

histogram can be described as i) hue scale which divided into eight groups, ii) saturation scale which divided 

into two groups, and iii) the intensity scale which divided into four groups [21]. Therefore, a total of 64 cells 

to represent a 64-component HSV color histogram. For the combination values of H, S, and V, the 

corresponding histogram component is determined. The respective histogram component is updated by one 

for each pixel having the corresponding color combination. 

 

 

4. CLASSIFIER FOR BANANA LEAF DISEASE CLASSIFICATION 

In machine learning, classification refers to process of predicting the class label based on given 

example of input data. The main goal is to identify which class the new data will fall into. As for this 

research project the issue is to classify the banana leaf image into which class of banana leaf disease [22]. 

Classifier is used as an algorithm to map banana leaf image to a specific class of banana leaf disease. 

Classifier needs to train banana leaf images to understand how the given input variables are related to the 

class as shown in Figure 5. There are many types of classifiers such as k-Nearest neighbors (k-NN), decision 

tree, Naive Bayes (NB), artificial neural networks (ANN) and support vector machine (SVM). However, in 

this research paper, only two classifiers will be used and compare the accuracy performance of k-NN and 

SVM. This is because these two classifiers are the most suitable for plant disease classification [23]. 

The accuracy measurement of a classifier is given as the percentage of total correct predictions divided by the 

total number of input data.  

 

4.1.   Support vector machine (SVM) 

SVM is widely used for classification and pattern recognition due efficient and simple classifier 

algorithm. SVM transfers the original features set to a high or infinite-dimensional space by using the kernel 

function. There are many types of kernels can be used in SVM model such as linear, polynomial, radial basis 

functions (RBF) [24]. As for this research project, preliminary experiment will be conducted to identify the 

suitable seed and fold to achieve highest accuracy for banana leaf disease classification. In (7) shows SVM 
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scoring function. Scoring function are used to compute the score for an input vector x as in a trained (SVM) 

has a scoring function to compute a score for a new input. 
 

∑ ∝𝑖 𝑦(𝑖)𝐾(𝑥(𝑖), 𝑥) + 𝑏𝑚
𝑖=1        (7) 

 

In (7) operates every data point in the training set (i = 1 through m). x is the input vector while K is the kernel 

function to operates on two vectors. b is the scalar value [25]. 
 
 

 
 

Figure 5. Flowchart for classification process 
 

 

4.2.   k-Nearest neighbors (k-NN) 

k-NN is often used in classification, image recognition, and decision-making models. Initially the 

algorithm transforms data points into feature vectors then find distance between data points of x and y using 

mathematical formula such as Euclidean distance as shown in (8). It then finds the probability of these points 

being similar to the test data and classifies it based on the highest probabilities [26]. 
 

√∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1             (8) 

 

4.3.   Research framework 

The aim of this research project is to classify disease on banana leaf image with three categories of 

banana leaf disease namely Black Sigatoka, Yellow Sigatoka and Banana Mosaic. Figure 6 shows the 

framework of banana leaf disease classification. It is starts with image acquisition, where put the images into 

a database. The images will be resized to 256x256 and need to convert to HSV format. The next step is 

feature extraction process of the banana leaf images. This stage there will be performance comparison 

between four color feature extraction methods which are Color Histogram, Color Moment, Color auto 

correlogram and HSV Histogram. Later is to classify the images into banana leaf disease. The classification 

involved two classifiers namely SVM and k-NN. Then the best classifier will be chose based on the highest 

accuracy achieved between the classifiers. 
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Figure 6. Banana leaf disease classification framework 
 

 

4.4.   Experimental Setup 

There are several experiments that need to be executed in order to identify the suitable color feature 

method for feature extraction and the classifier to classify the banana leaf disease. There are three 

experiments involved i) identify the best parameters of seed and fold for SVM classifier, ii) identify the 

accurate k fold value for k-NN classifier, and iii) identify the best color-based feature extraction method to 

classify banana leaf disease. 

For the first experiment, there are two parameters need to be determined when using SVM classifier 

which are seed and fold values. These values are significant to access high accuracy in classifying banana 

leaf disease. Followed by second experiment which to determine k and fold values for k-NN method. Both 

classifiers later will be compared in order to identify which classifier is suitable to classify banana leaf 

disease. The input data for both experiments is 76 feature vectors extracted from four color-based feature 

extraction. The third experiment is to compare the classification accuracy values of each color-based feature 

extraction methods namely color histogram, color moment, color auto correlogram and HSV Histogram 

methods using both SVM and k-NN classifiers.  
 

 

5. EXPERIMENTAL RESULTS 

The description of research framework and experimentation setup have been explained in previous 

section. This section will be emphasized on the results of the experiments of i) identify the best parameters of 

seed and fold for SVM classifier ii) identify the accurate k fold value for k-NN classifier iii) identify the best 

color-based feature extraction method to classify banana leaf disease. 
 

5.1.   Seed and fold parameter for SVM 

 In this section explains the process of selection the suitable values of seed and fold values for SVM 

classifier in WEKA tool. Seed value is used to fix the random numbers that are being generated to split the input 

data. However, if the seed value is fixed to some specific value, the same split every time execution which is 

useful to make the scores reproducible. The fold value is to check for over-fitting of input data. Fold value 

determines the subsets of the available input data to be trained using the hyperparameters of predictive models.  

Initially the experiment is to look for the seed values. Therefore, the experiment is to compare the 

seed values between 1 to 10 and used fixed fold value of 10. Table 1 shows the best seed values to classify 

banana leaf diseases with high accuracy rate are seed 2, 6 and 7. 

Next is the experiment to determine the best fold value for the seed values of 2, 6 and 7. Table 2 

shows the list of fold of SVM classifier with high accuracy results. From the table it shows that the accuracy 

results for the combination of seed values of 2, 6 and 7 fold values of 3, 4, and 8 are 68.75%. Table 2 shows 

that combination of seed 7 and fold 8 achieve highest value of accuracy which is 70.83%. Therefore, to 

classify banana leaf disease using SVM the suitable seed and fold is seed 7 and fold 8. 
 
 

Table 1. Comparison of seed values accuracy rate 
Seed Fold Accuracy 

1 10 56.25% 

2 10 58.33% 
3 10 54.17% 

4 10 56.25% 

5 10 54.17% 
6 10 58.33% 

7 10 58.33% 

8 10 52.08% 
9 10 56.25% 

10 10 56.25% 
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Table 2. Best seed and fold values for classification of banana leaf diseases  
Seed Fold Accuracy 

2 3 68.75% 
2 8 68.75% 

6 4 68.75% 

6 8 68.75% 
7 8 70.83% 

 

 

5.2.   K value and fold parameters for k-NN 

This section explains the second experiment results to identify the best k value and fold parameter 

for banana leaf diseases classification using k-NN method. Initially the experiment is to identify the best k 

value with fix fold value of 10. Table 3 shows k value of 7 obtain highest accuracy rate of 68.75% compared 

to other k values.  
 
 

Table 3. Best k values of k-NN for classification of banana leaf diseases 
Seed Fold Accuracy 

1 10 62.50% 

2 10 47.92% 
3 10 60.42% 

4 10 56.25% 
5 10 60.42% 

6 10 54.17% 

7 10 68.75% 
8 10 64.58% 

9 10 62.50% 

10 10 64.58% 

 
 

Then next is to identify the best fold value for k-NN. Table 4 shows the best combination of k and 

fold parameters for banana leaf disease classification. From the table it shows that fold values of 2 and  

8 obtain high accuracy rate of 70.833%. Therefore, k value for k-NN=7 and fold parameters of 2 and 8 

suitable to classify banana leaf diseases. 
 

 

Table 4. Best k values of k-NN and fold parameters for classification of banana leaf diseases 
k Fold Accuracy 

7 1 - 

7 2 70.83% 

7 3 66.67% 
7 4 68.75% 

7 5 66.67% 

7 6 64.58% 
7 7 68.75% 

7 8 70.83% 

7 9 60.42% 
7 10 68.75% 

 

 

5.3.   Comparison of color-based feature extraction methods using SVM and k-NN classifiers 

This section shows the comparison of accuracy rate of four-color feature extraction methods namely 

color histogram, color moment, color auto correlogram and HSV histogram. Table 5 shows the accuracy rate 

of SVM and k-NN classifiers for color feature extraction method. The accuracy rate for color auto 

correlogram using SVM is 52.08% while for k-NN classifier is 12% lower which is 45.83%. For color 

histogram method, the accuracy rate for both SVM and k-NN classifiers are 70.83%. For color moment 

method, accuracy rate of SVM classifier is 5% higher which value of 77.08% compared to k-NN classifier 

which is 72.91%. The final color feature extraction method, which is HSV histogram, obtained 83.33% of 

accuracy rate via SVM classifier which is the highest accuracy rate compared to all methods. Therefore, the 

best color-based feature extraction method for banana leaf disease classification is by using HSV histogram 

and the best classifier is SVM with seed value of 7 and fold value of 8. 

Figure 7 shows the percentage of correctly classified the three banana leaf disease using HSV 

histogram method. HSV histogram has the ability to separate chromatic and achromatic components which 

make it closer to human conceptual understanding compared to RGB color space [27], [28]. From the figure 

it shows that Banana Mosaic disease obtain highest rate of correctly classified which is 93.75% using SVM 
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classifier. Then followed by Black Sigatoka disease which is 81.25% and finally Yellow Sigatoka disease 

which is 75%. 
 

 

Table 5. Accuracy rate for color feature extraction methods using SVM and k-NN classifier 
Feature Extraction Accuracy SVM Accuracy k-NN 

Color auto correlogram 52.08% 45.83% 

Color histogram 70.83% 70.83% 
Color moment 77.08% 72.92% 

HSV histogram 83.33% 77.08% 

 

 

 
 

Figure 7. Percentage of correctly classified the banana leaf disease using HSV Histogram color-based  

feature extraction method 
 
 

6. CONCLUSIONS 

This research paper discusses on the performance of four-color feature extraction methods namely 

color histogram, color moment, HSV histogram and color auto correlogram in order to classify the banana 

leaf diseases. There are three banana leaf diseases to classify which are Black Sigatoka, Yellow Sigatoka and 

Banana Mosaic. Three experiments have been explained in this paper which are: i) Identify the best 

parameters of seed and fold for SVM classifier, which the results are seed value = 7 and fold value = 8;  

ii) Identify the accurate k and fold value for k-NN classifier, which the results are k value = 7 and fold  

value = 8; and iii) identify the best color-based feature extraction method to classify banana leaf disease. The 

finding shows that HSV histogram is the best color-based feature extraction for banana leaf diseases 

classification with accuracy rate of 83.33% using SVM classifier. For future work for this research paper, 

there will be features such as shape and texture to increase accuracy rate for banana leaf diseases 

classification. Furthermore, to apply deep learning approach to classify the banana leaf classification. 

However, to do that, more dataset needed to train and modelling the features for classification purposes.  
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