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 Developed intelligent technologies are become play a promising role in 

providing better decision-making and improving the medical services 

provided to the patients. A risk prediction task for short-term is big 

challenge task; however, it is a great importance for recommendation 
systems in health care field to provide patients with accurate and reliable 

recommendations. In this work, clustering method and least square support 

vector machine are used for prediction a short-term disease risk prediction. 

The clustering similar method is based on euclidean distance which used to 
identify the similar sliding windows. The proposed model is trained by using 

the slide windows samples. Finally, the appropriate recommendations are 

generated for heart diseases patients who need to take a medical test or not 

for following day using least square support vector machine. A real dataset 
which collected from heart diseases patient is used for evaluation. The 

proposed method yields a good results related by the recommendations 

accuracy generated to chronicle heart patients and reduce the risk of 

incorrect recommendations. 
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1. INTRODUCTION 

In the last few decades, may people worldwide have been death due to chronicle disease [1]. The 

quality of patients’ lives of chronic disease patients may be effected due to the existing medical 

recommendation systems, which are limited in providing treatment and care for patients that require frequent 

medical attention. Therefore, many efforts were already prepared in this field to discover the powerful tools 

to solve this matter. Due to the heart disease, many cases of death appeared in the world. It was picked up as 

the top deadliest disease between non-infectious diseases which involves much cost as well as effort regards 

to treatment and protection [2]. The quality of patient that having chronic disease lives continues to be mainly 

influenced due to unavailability of effective medical suggestions which could be made to get a greater care 

and treatment.  

An exact prediction of the short-term disease possibly be useful for the medical practitioners to 

make accurate decision, reduce the workload needed in medical and reduce the incorrect recommendations 

rates. Many telehealth applications are designed to deliver the medical information into the medical 

practitioners and patients [3], [4]. For example, the digital tools permit medical practitioners and patients to 

give each other the medical suggestions as well as personal reminders, upload detail from the devices like the 

monitors of blood glucose/pressure cuff, publish the information along with providers of health care and store 

health records [5], [6]. The providers of health care are able to collaborate in the real time and also face-to-

https://creativecommons.org/licenses/by-sa/4.0/
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face with their patients employing the services of telehealth (such as the video tools or internet) to deliver 

suitable suggestions for the whole conditions of health. The devices like monitors of heart rate and monitors 

of blood pressure can easily link to some applications that are related to web-based in the environment of 

telehealth to exchange the medical data among patients and the providers of health care [7]. The system of 

telehealth is helpful for the patients that having chronic diseases, also individuals who live in far areas in 

which a lesser number of professionals are able to reach to the organizations of healthcare. As a consequence 

of the significance of disease danger prediction toward the life of the patient and seeking on additional active 

techniques of analytic for the disease danger prediction, inclusive efforts will need to increase the quality of 

medical recommendations and evidence-based decisions in the environment of telehealth. In fact, the patients 

of chronic disease are needed to undertake several medical tests on daily basis in order to control and observe 

on their entire conditions of chronic health via a telehealth system. This practice may bring plenty of 

difficulties to patients and negatively impacts their quality of life. Providing perfect medical suggestions to 

monitor their day-to-day medical test routine can successfully decrease the workload related with having 

those particular tests while maintaining the concerned health risk in notable low level [8]–[11]. 

In most of the cases, the essential function for the telehealth systems is to produce accurate 

recommendation, which can be frequently depending on the prediction related to the risk of short-term 

disease. In literature, various disease risk prediction models have been applied by the use of statistical 

analysis tools and data mining principle to handle many healthcare and medical concerns [12]–[17]. 

However, in previous literature, researchers have not especially interacted with the issues of chronic disease. 

Moreover, most researchers deal with recommendation considering the long-term disease risk prediction on 

recommendations. In this study, short-term prediction is tougher compare to the prediction of long-term as 

the conditions of patients might possibly experience a lot of sudden changes through a small timeframe. 

Additionally, the recommendations of short-term are patient’s benefit as they deliver guidance of the patient's 

requirement to do for the upcoming few day [18]–[22]. The section of training data gets a huge influence on 

the results of the prediction method [23]. For example, the relationship that connecting both variables of 

input and output in our disease risk prediction model could be easily constructed if the sliding windows are 

similar as training samples. In this research, the similar sliding windows are clustered into two groups: either 

the patient needs to get the medical test or not needed to take it. A method of short-time disease risk 

prediction is suggested, and the important method contributions are summarized as shown [24]–[27]: i) The 

time series data is partitioned into smaller overlapped sliding windows depending on the sliding window size 

utilized in the data analysis; ii) A clustering method is carried out on all-time series sliding windows to 

identify the similar sliding windows. The clustering similar method is based on euclidean distance helps to 

recognize the similar sliding windows that are close in the distance of space; iii) A clustering similar sliding 

windows are dealt as training samples belong to suggested model; iv) Least square-support vector machine is 

applied to generate suitable recommendations for the patients which are having chronic heart diseases in 

regards to the requirement of taken the medical test or not toward the next upcoming day; v) A comparison 

has already been done among our suggested model and the researches that already established to solve the 

identical concern to prove that our technique is superior. 

In order to achieve the experimental evaluations, many patients of heart disease were used to collect 

the dataset of real-life time series. The results acquired has presented that the introduced method was effected 

in delivering the perfect recommendations for the patients having heart disease and decreasing the workload 

required in their medical tests. In addition, it has significantly decreased the improper rates of 

recommendations for these type of patients. The other part of has been designed as follows. In section 2 deep 

explained about the approach of proposed recommendation that belongs to the patients of chronic disease. 

Further, in section 3 present the results that carried out from the experiments to accomplish the performance 

evaluation for the suggested method. Afterwards, in the section 5 the research has been concluded and 

illustrate the significant future work.  

 

 

2. RESEARCH METHOD  

The present study attempts to explore the overall impact of proposed method to provide the patients 

that having heart diseases with medical recommendations to fulfill the need of getting the medical test toward 

the next coming day. In fact, we first explain the architecture’s overview for our suggested method. In the 

next stage, a discussion in details has been concluded on the clustering method and least square support 

vector machine (LS-SVM), the two technical parts of the suggested method, is explained in the current 

section. 
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2.1.  Methodology overview 

Figure 1 illustrates the structure of the suggested method that recommended to supply a proper 

medical recommendation to the patients in the environment of telehealth. First of all, a given time series data 

is partitioned to smaller overlapped sliding windows depend on slide window's size which is empirically 

determined. In second step, the technique of clustering is used to recognize the similar sliding windows. The 

clustering similar method is based on euclidean distance aim to recognize the similar sliding windows which 

are really close in distance of space [28], [29]. Finally, the clustering similar sliding windows are dealt as 

training samples of LS-SVM classifier in order to make a binary recommendation in regards to the specific 

condition of patient. The generated medical recommendations will definitely be made the decision to detect if 

the given patient required to get the medical test toward the next upcoming day or not. More details are 

presented in the following subsections [27], [30]. 

 

 

 
 

Figure 1. Architecture of the suggested method 

 

 

2.2.  Time series clustering method 

For time series data, similarity measures usually include distance method. Euclidean Distance is 

well-known distance measure in the data mining problem [30], [31]. It is introduced as square root of the 

summation, which is calculated by using squares of amount of differences among the corresponding 

coordinates of two points; or as the distance of straight line located between two points in the space of 

euclidean [f][b]. Let X = Xij, i = 1, 2, 3, .., n; j = 1, 2, 3, ..., m be a set of data samples. The euclidean 

distance between the two samples can be explained as: 
 

𝐷(𝑥𝑖, 𝑥𝑘) =  √∑ (𝑥𝑖𝑗 − 𝑥𝑘𝑗)2𝑚
𝑗=1        (1) 

 

where n is the samples number and m is the samples dimension. Based on the above equation, the smaller 

value of equation means the two samples are more similar. 

 

2.3.  Least square support vector machine (LS-SVM) 

It is a technique of machine learning which is developed by [32] from the latest version of a support 

vector machine. A set of linear equations is used for training. In the last years, least square support vector 

machine has been effectively used to solve the pre-diction and classification issues in medical domain. Due 

to its high performance to classify the time series data with a high classification accuracy and a minimum 

time execution [33], it is employed in various fields such as for prediction of muscle fatigue in 

electromyogram signals [32] and breast cancer prediction [34]. 

A LS-SVM is one of well-known forms of LS-SVM. It is built to categorize a given dataset into two 

classes introduced as 1, -1 [8]. In LS-SVM, the given data is mapped towards the space of high-dimensional. 

Thereafter, it utilized a hyper plane separating the two particular classes required by increasing the distance 

located between the support vectors and plane. Consider a set of data (x1, y1), (x2, y2), (x3, y3), ..., (xn, yn) 

Rn, m is the number of data. To isolate these classes, LS-SVM tries to get the most effective separating 

hyperplane with the highest possible margin. Based on the following rules, LS-SVM is solved a given 

problem: 
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𝑦𝑖[(𝑢𝑥𝑖) + 𝑢0] = 1 −  𝜉𝑖    𝑖 =  1,2, 3, . . . , 𝑛     (2) 

 
   1

2⁄ ∥ 𝑢 ∥2+ 
𝑐

2 
  ∑ 𝜉𝑖

2𝑛
𝑖=1       (3) 

 

Based on those formals, a given problem can be drawn up as (4). 

 

((𝑢; 𝑏; 𝑎; 𝜉)  =  1
2⁄ ∥ 𝑢 ∥2+  

𝑐

2 
  ∑ 𝜉𝑖

2𝑛
𝑖=1 −  ∑ 𝑎𝑖{𝑦𝑖[(𝑢𝑥𝑖) + 𝑢0] − 1 + 𝜉𝑖

𝑛
𝑖=1  (4) 

 

 

3. EXPERIMENTAL RESULTS 
To make performance evaluation for the proposed method, extensive experiments have already been 

designed and performed using a real-life dataset. First, the evaluations of experiment are discussed in this 

section, which includes the details of the performance metrics and dataset that utilized in the process of 

evaluation. Followed by the detailed experimental results. 

 

3.1.  Experimental setup 

To achieve the test of practical applicability that belongs to suggested recommendation method, 

Tunstall Healthcare dataset found from industry collaborator are used. This dataset were acquired from an 

experimental study carried out on a number of patients that are having a disease chronic heart, and the data 

gathered contained the everyday medical reading of the patients which are dissimilar necessary medical 

measurements in the environment telehealth. This dataset is basically a time series reading that includes data 

extracted from 6 patients with 7,147 records of different time series obtained between the months of May to 

October 2012. Every individual dataset’s record divide to a number of patient-related meta-data attributes, 

such as measurement value, measurement type, visit-id, measurement unit, patient id, date and received date. 

Table 1 is showing the characteristics of data attributes. The dataset of every day that belong to each patient 

are also contains a numerical reading that are collected from a number of critical medical measurement 

numerical readings over the time of study, including diastolic blood pressure (DBP), blood glucose and 

weight, heart rate, oxygen saturation (SO2), mean arterial pressure (MAP), of which the data related to heart. 

The Table 1 illustrates the dataset meta-data attributes. 

In the current work, the dataset is split into two individual sets: the testing set and training set. The 

proposed model was trained utilizing the set of training and subsequently approved by the use of testing set. 

75% of the dataset were divided as the training data and the rest of 25% were utilized in the study to testing 

the data. The generated recommendations were reasonably compared to a real readings of the test to evaluate 

the capability of the suggested model on creating recommendations of high quality. The issue of class-

imbalance (this means that the quantity of normal data is bigger compared to abnormal data) in the historical 

medical data of patient is carefully addressed when training the classifiers. To solve this issue, two methods 

are used: over-sampling, and under-sampling [35]. 
 
 

Table 1. Data attributes of the dataset 
Name of Attribute Type of Attribute 

id Numeric 

patient-id Numeric 

hcn Numeric 

visit-id Numeric 

measurement type Nominal 

measurement value Numeric 

measurement unit Nominal 

measurement question Nominal 

date-received Numeric 

date Numeric 

 

 

3.2.  The performance metrics 
In this paper, three metrics of performance were introduced to get the performance of the potential 

method in comparison with the benchmark models as follows: 

 Calculating the accuracy (5) that refers to the correctly recommended days in percentage (NC) against the 

number of days (|D|)  in dataset. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝐶

|𝐷|
∗ 100%      (5) 
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 On the other hand, workload saving (5), which denotes to the total number of days (NNo) when medical 

recommendations are generated for only skipping tests against the total number of days, has also been 

used. 
 

𝑆𝑎𝑣𝑖𝑛𝑔 =
𝑁𝑁𝑂

|𝐷|
∗ 100%        (6) 

 

 Assessing the methods using the risk that has been calculating utilizing (7).  
 

𝑅𝑖𝑠𝑘 =
𝑁𝑅

|𝐷|
∗ 100%         (7) 

 

where NR denotes the percentage of number of days that having a risky medical recommendation which that 

predicted as a skipped test for a given medical measurement but they should be suggested as abnormal in the 

testing set. A correct recommendation is considered when the model produces a recommendation that which 

“test required” for the following day and a the reading is normal for that day in the dataset. Otherwise, the 

recommendations are considered incorrect. In this study, the proposed and benchmark methods were 

developed and evaluated using the MATLAB which running on an Intel i7 processor at 3.40 GHz with 8.00 

GB RAM. 
 

3.3.  Results and analysis 

3.3.1. Evaluating the proposed method  

The medical data of patients are clustered to 2 classes according to the characteristics of slide 

windows. In the cluster 1, most of the slide windows are collected for patients who needs to take a medical 

test related with a medical measurement on that day. However, cluster 2 contains the slide windows that the 

patient is not required to take a medical measurement. The clustering similar slide windows are treated as 

training samples of the proposed model. 
 

3.3.2. Proposed model performance  

The size of sliding window has a significant influence on the performance of the model. Therefore, 

the prediction model is applied with various sliding windows (different sliding windows) in order to improve 

the performance of the proposed model. Table 2 presents the percentage of accuracy, saving and risk for 

different sizes of sliding windows. In general, when the value of k ranged from 3 to 5, the proposed model is 

achieved the best accuracy. In addition, when most recent days are consider, the risk prediction is more 

accurate. However, to investigate the effectiveness of the prediction model in generating the recommendation 

with different time period prediction, five different time periods of prediction containing respectively three, 

four, five, six, and seven days were selected to evaluate the prediction model. Table 3 shows the performance 

of the prediction model based on the time period of prediction. Based on the results, the prediction time 

period of 3, 4, and 5 days in advanced achieved high accuracy compared with those of other 6 and 7 days. It 

is clear that the proposed model yields the highest accuracy with a short time prediction i.e 3-5 days in 

advanced. 
 

 

Table 2. The performance of the prediction model based on different sliding window sizes 
Size of sliding window Accuracy (%) Saving (%) Risk (%) 

3 days 96.00 66.32 01.25 

4 days 95.45 65.55 01.90 

5 days 95.00 65.80 01.95 

6 days 94.20 64.20 02.50 

7 days 85.10 61.80 05.80 

 

 

Table 3. The performance of the prediction model based on the time period of prediction 
Time period of prediction Accuracy (%) Saving (%) Risk (%) 

3 days 95.00 65.32 02.00 

4 days 95.00 65.00 02.00 

5 days 96.00 64.80 01.10 

6 days 90.20 63.50 04.00 

7 days 87.10 62.00 05.00 

 

 

3.4.  Effectiveness comparison with previous methods 

A compression of the proposed method with the previous work has been made in this section. For 

fair comparison, the same Tunstall dataset were employed in the prior work to process the same issue.  
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A basic heuristic tool was developed for generating suitable recommendations for patients with heart diseases 

in a telehealth environment [36]. This approach was combined with two methods which are a hybrid method 

and regression-based prediction algorithm [37] to process the same issue in this field. However, a fast Fourier 

transformation was used with a machine learning based ensemble model for generating appropriate medical 

recommendations to patients suffering from chronic diseases [38], [39]. 

The comparisons results obtained in Table 4 showed that the suggested technique yielded the best 

accuracy in compression with the benchmark approaches. It is clearly showed that, the accuracy percentage 

was improved from 94% to 96% while a little improvement from 63% to more than 65% using workload 

saving has been shown. Additionally, the recommendation risk of the method used in this study was also 

lower than the three procedures developed in this study. 

 

 

Table 4. The prediction model performance comparison with previous methods 
Tunstall medical dataset 

Method Techniques used Accuracy (%) Saving (%) Risk (%) 

[36] Basic generated heuristic algorithm 86 10 8 

[37] Basic generated heuristic algorithm 91 15 5 

 Regression-based algorithm and    

 Hybrid algorithm    

[38] Fast Fourier transformation coupled with ensemble 

model 

94 63 3 

Proposed method Clustering method and a least 96 65 1.25 

 square-support vector machine    

 

 

4. CONCLUSIONS AND FUTURE WORK 

In this pilot study, a new method was introduced utilizing the clustering method and a least square-

support vector machine for predicting a short-term disease risk. The obtained results found that our new 

method can possibly utilized as a better effective tool of medical test recommendation for the environment of 

telehealth to patients with heart disease. The classification model utilized in the method requires the effective 

use of euclidean distance as a similarity measurement with least square-support vector machine to obtain 

whether or not a certain patient requires to have a test for his physical body at this moment using the facility 

of telehealth. Using 3-5 days frame time, the proposed method yielded a better predictive performance in 

comparison to the benchmark frame times. Our findings showed that using the most recent days (the sliding 

window size is ranging between 3-5 days) gives a higher achievement of the suggested method compared to 

the other sliding window sizes. Additionally, the suggested method is compared to with some of previous 

works implemented to find out the solution for the identical issue. According to the evaluations got from the 

experimental work, we are aware that the suggested method could be applied as an impactful tool to enhance 

the aspect of decision-making by which the cost and time related to the everyday medical test can easily be 

decreased. The study results proved that the suggested method is an efficient for enhancing the aspect of the 

medical decisions relying on the clinical evidence and decreasing the time costs caused by the patients of 

chronic diseases by getting their medical tests on daily basis, by which giving them a better generic lives. 

As a future work, collect a set of techniques, like Adaboost and boosting, may be applied to generate 

accurate and perfect recommendations and executing a comparison study between different models of 

ensemble. Moreover, implement the current suggested method to the patients having another types of disease 

in support telehealth care to verify the suggested method is more comprehensive in regards to the data of 

medical time series. 
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