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 The effective and efficient recognition of speech sounds errors for impaired 

children is important if a defective phonological process is early detected 

and corrected. This study deals with the topic of classification of speech 

sound errors in Arabic impairments children when Arabic letters and 

numbers are incorrectly pronounced. For 18 standard Arabic isolated 

numerals and characters, we created an impaired children speech recognition 

system. We utilized the Mel frequency cepstral coefficients throughout the 

feature extraction step. then deep long short-term memory network 
recognition phase. We used the developed model with the developed dataset 

and the classification accuracy was 97.99% and lose 0.18%, additionally, the 

results have been compared and yielded extremely intriguing results with 

previously existing recognition rates models. 
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1. INTRODUCTION 

Deep learning has recently developed greatly in several fields of machine learning such as language 

recognition, natural language processing and machine learning [1]. For more than 22 countries, Arabic is the 

official language. Arabic is one of over 313 million worldwide speakers' most common native language [2], 

[3]. it is written and consists of 28 letters, From the right to the left. The letter shapes are altered inside a 

word depending on its position. Any Arabic word might have several connotations. Languages are 

communications systems that allow speakers to more efficiently employ well-learned words. The features of 

a voice sound are based on human speech. Naturally speaking, the audience may get a great amount of 

information within a few minutes. Speech is the major communication technique between people, it is 

necessary to comprehend, learn to read or write. Speech technology now enables robots to react quickly and 

correctly by using the voices of people instead of keyboards [2], [4].  

The process of making voice sounds is articulation. The motion of mouth and joints (lips, tongue, 

teeth, mandible, soft palate, hard palate and the back of the mouth's roof) makes spoken sounds. Each 

articulator configuration produces various sounds. Initially, airflow is generated through the larynx and 

respiratory system. The sounds can vibrate or not depending on whether the sound generated is voiced (e.g., I 

vowel) or not (e.g., [s] fricative consonant). The way the articulators move for a particular sound is varied 

from speaker to speaker and for each phoneme, in a language, the pronunciation results in distinct 

pronunciation.  

No standard way to pronounce a phoneme properly in a particular language is available. However, 

human beings have to distinguish properly sounds, syllables and words. Due to several physiological 

variables, the right pronunciation might result in numerous joint issues. Articulation disorders consist of 
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sounds, syllables and phrases that make it hard to grasp what is being said or need listeners to concentrate 

attentively on how words sound more than meaning. In fast sound creation in regular speech, articulation 

problems may become more evident. Joint issues develop for various causes from physical impairment, such 

as neurological issues, cleft palate or hearing loss, to other oral difficulties, such as dental or language-related 

challenges. Disorders of speech may vary from a moderate to almost incomprehensible language. Although 

joint issues impact both children and adults, young children typically face these difficulties when they 

learning their language [5].  

In 1950, the technique of speech recognition began. It was then enhanced by the digital 

identification system in 1952 to isolate fundamental words. Speech recognition technology allows people to 

isolate words via a machine [6]. Speech recognition recognizes specified words according to the feature 

effectiveness of the voice signals obtained. The aim is to identify the variety of features in the words utilized. 

"The automatic voice recognition system has been able to analyze individual words to conduct pattern 

recognition templates for the last sixty and seventy years [7]. Automatic speech recognition (ASR) is 

employed to recognize the words used to authenticate the identification of an individual. Moreover, utilizes 

computer hardware and software to recognize and process the speech of people. In many sectors of our life, 

ASR is frequently used in communication, education, healthcare, and protection [7], [8]. 

In 1980, the neural artificial networks of deep neural networks transformed the direction in which 

speech was recognized. Then deep learning is a newer area in the machine learning field such as handwriting, 

speech recognition language processing and computer vision. Therefore the field of machine learning (ML), a 

deep neural network tries to learn from multiple layers concurrently by extracting certain features and 

information [9], [10]. A high-quality dataset of voice disorders can help address rising speech problems in 

and outside the Arab area. In recent years, the number of individuals with voice disorder has grown 

considerably, with around 17.9 million people in the United States alone experiencing vocal difficulties [11]. 

15% of the total King Abdulaziz University Hospital visitors in Saudi Arabia have been reportedly 

complaining of voice problems [12]. The problems created by voice problems in a teacher are much higher 

than in non-teachers and studies have shown that voice abnormalities are 57.7% in the United States and 

28.8% in non-teachers throughout a lifetime [13], [14]. Roughly 33% of instructors in the Riyadh region of 

Saudi Arabia suffer from voice problems [12]. spasmodic dysphonia is nevertheless a vocal issue due to 

unintentional movements of the laryngeal muscles. We have a large number of voice disorders (about 760 

cases annually) among people of diverse occupational and etiological backgrounds at our voice centre at the 

Communicatory and Swallowing Disorders unit of King Abdulaziz university hospital. 

The reason for this research is that an exact and computationally effective method must be 

developed to classify speech sound mistakes in impairments children, to enable speakers and language 

pathologists to diagnose speech sound disorder (SSDs). In this research, we emphasise speech voice errors 

among Arabian children who are impaired to speak Arabic. We developed an Arabic speech dataset from the 

impairment children which have been collected from 38 children and collected 380 samples. Whereas, the 

developed dataset was including Arabic pronounced letters and numbers. Correspondingly, we identify the 

articulation disorder categories from a given speech segment by employing a deep learning technique based 

on long short-term memory to classify the pronounced numbers and letters. Specifically, the model will be 

able to recognize incorrectly pronounced letters or numbers. 

 

 

2. METHOD 

The proposed system for impairament arabic speech recognition would generally consists of three 

main stages are data collection stage, feature extraction stage, and recognition/classification stage as shown 

in Figure 1. Whereas, each phase will be explained in the followed sub section. Moreover, we have used 

python in order to build the system. 

 

 

 
 

Figure 1. Methodological flowchart 

 

 

2.1.  Phase 1: data collection 

To contribute to the field of automatic detection and classification of speech disorders for children 

speaking Arabically we produced children's Arabic language error data set for pupils who are disabled. The 
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speech records have been collected from impairments students from schools for children with special needs 

in Mosul-Iraq. The dataset contains 770 speech trials from 38 scholars while the student's age rate is between 

7 to 11 years old. The specialist advised the youngsters to pronounce three letters and numerals carefully. For 

each letter and each number, each kid was instructed to repeat the pronunciation 10 times. The number used 

in the dataset were from 0 to 9 and letters are “Aleef”, “Baa”, “Taa”, “Thaa”, “Geem”, “Haa”, “Khaa”, and 

“Daal”. 

 

2.2.  Phase 2: feature extraction 

We utilized MFCC to represent the speech signals as one of the most common acoustic 

characteristics [15]. Five stages are included in the feature extraction process: enhancement of speech signal, 

signal slicing, windowing, fast fourier transformation (FFT), and mel spaced filter bank coefficient 

calculation. We begin by improving the voice signal by reducing the low frequency in the speech signals. A 

high pass filter of format 𝐻(𝑧) = 1– 0,97 𝑧– 1, whereas z represents the speech signal, passes the speech 

signal. The improved voice signal is then divided into frames in 30 milliseconds with 10 milliseconds of 

overlap. Frame size is the best effect for speech-recognition applications between 20-40 milliseconds with a 

50 ± % gap between consecutive frames [16].  

This technique permits FFT to be applied over small time frames, so that the frequency contour of 

the speech stream may be well approximated. We use the Hamming window function ℎ(�̂�) = 0.54 −

0.46 cos
2𝜋�̂�

𝑛−1
 in each framework, where z is a frame, and n is the window length in the FFT, to decrease 

spectral leakage effects. In each window frame, we then execute a 512-point FFT to calculate its frequency 

and power range. We calculate the coefficients of the filter bank from each frame's power spectrum. then we 

utilized a set of 40 triangular filters to determine the bank filter coefficients. We increase the power range of 

each filter to 40 bank energies and combine the outputs. We use discrete cosine transformation (DCT) on 

them after log each of the 40 filter bank energies. 40 cepstral coefficients may be produced using the DCT 

method. Mel-frequency cepstral-coefficients (MFCC) features selected the first 13 cepstral coefficients. We 

concatenate the 13 sets of MFCC characteristics extracted from all speech signals in a single vector to 

represent the features of a speech signal. However, as voice signals include a variety of frames, feature 

vectors of the same size for speech signals are problematic for obtaining. To address the challenge, for each 

of the speech signals we calculate a fixed-size super vector [17]. Using the MFCC features, we derive a 

GMM and then stack the means to produce a super vector of 25 sizes. The supervisor is used to train the 

proposed classification model. 

 

2.3.  Phase 3: recognition/classification long short-term memory 

Generally, it might be quite difficult to train such a conventional RNN network since mistakes 

calculated in the back-propagation method are compounded by each other at each time, resulting in gradient 

issues. Thus, the gradients readily go away or explode by repeated multiplications throughout the  

training [18]. To address this problem an alternate architecture is developed based on long-term memory 

(LSTM) [19]. A memory block consisting of a memory cell 𝑐𝑡 with three sigmoid portals forms the 

architecture of LSTM.  

 

𝑓(𝑎) ≜  𝜎(𝑎) =  
1

1 exp (−𝑎)
  (1) 

 

Includes it as input gate, a gate to as output, and gate forget as ft, as shown in Figure 2. The 

activation functions of g(·) and h(·) are tanh(·). The input xt and output yt LSTM memory block is implanted 

and could be vectored as:  

 

i𝑡 =  𝜎 (𝑊𝑖𝑥𝑥𝑡 +  𝑊𝑖𝑚𝑚𝑡−1 +  𝑊𝑖𝑐𝑐𝑡−1 +  b𝑖) 

𝑓𝑡 =  𝜎 (𝑊𝑓𝑥𝑥𝑡 +  𝑊𝑓𝑚𝑚𝑡−1 +  𝑊𝑓𝑐𝑐𝑡−1 +  b𝑓) 

g𝑡 =  𝑡𝑎𝑛ℎ (𝑊𝑐𝑥𝑥𝑡 +  𝑊𝑐𝑚𝑚𝑡−1 +  b𝑐) 

𝑐𝑡 =  f𝑡ʘ 𝑐𝑡−1 + 𝑖𝑡ʘ g𝑡)  

𝑜𝑡 =  𝜎 (𝑊𝑜𝑥𝑥𝑡 + 𝑊𝑜𝑚𝑚𝑡−1 +  𝑊𝑜𝑐𝑐𝑡 +  b𝑜) 

𝑚𝑡 =  𝑜𝑡  ʘ tanh ( 𝑐𝑡  ) 

𝑦𝑡 = 𝑠(𝑊𝑦𝑚𝑚𝑡 +  by) (2) 

 

where ⊙ represents the product of an element, the weight matrices of Wix, Wfx, Wcx, and Wox, from the 

input-to-input gate, forget gate, cell and output gate, correspondingly. Thus, the diagonal weight matrices 

Wic, Wfc, and Woc for peepholes are the cell-output ct−1 diagonal connections that are represented in dashed 
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lines. In the previous step, mt−1 weight matrices for the memory block output vector are shown in red lines by 

Wim, Wfm, Wcm, and Wom. 

 

 

 
 

Figure 2. Long short-term memory diagram [20] 

 

 

2.4.  Experiment setup 

To evaluate the proposed method, we use the developed dataset for impairment children which is 

described in section 2.1 and 2.2. The dataset comprises 770 samples of speech, we have assigned 616 

samples as the training set for the LSTM classifier and 154 samples of speech are for testing and validation 

reserved, which is described in section 2.3. Moreover, we set the parameters of the deep LSTM classifier 

including which was one hidden layer with 32 units or neurons, we used ‘adam’ as optimizer and tanh as 

activation function. To measure the performance of the proposed model in terms of the classification 

accuracy and loss of the classification results. We compare the performance of the proposed model with 

recent related work commonly used for speech recognition. 

 

 

3. RESULT AND DISCUSSION  

The classification results for impaired children speech are summarized in Table 1. The table shows 

that the accuracy of deep learning based on LSTM classified in isolated Arabic numbers and letters was 

97.99%, and loss was 0.18%. The Table 1 shows the comparative results of our developed model with our 

developed dataset compared to other researches in speech recognition in terms of using isolated Arabic 

words, letters, or numbers. With the respect to other developed models, our proposed model that has been 

developed using a deep learning technique based on LSTM gives more recognition accuracy than others 

models. 

 

 

Table 1. Evaluation of our proposed model compared to other models 
Models Accuracy Dataset type 

[21] 97.8% 10 Isolated Arabic Words 

[22] 94.39% - 94.56% 40 Arabic words 

[23] Used Error rate 

0.68% 

11 standard Arabic isolated words 

[24] 71.75% 3 Arabic isolated words 

[25] 58.4% - 76.7% 29 isolated Arabic Letters 

Our developed model 97.99% Impairments children Dataset contains 0-9 and 8 Arabic Letters 

 

 

As shown in the Table 1 researchers, A novel methodology for the identification of speakers has 

been proposed in [21]. The first approach is the combination of linear predictive coding (LPC) and skewness 

equation. The first method is based. A mixture of linear predictive coding (LPC), discrete transform wavelet 

(DWT) and cpestrum analysis was used in the second weighted linear prediction cepstral coefficients 

(WLPCC). Their outcome in term of accuracy were 97.8% which is very near to our result but less with 

0.19%. Moreover, [22] created a novel approach based on a combination of multiple extractions and 

classifying features, isolated Arabic speech identification. The system uses a voting mechanism to merge the 

method outputs. While the mean calculation time is 1.56 seconds and the accuracy of the system increased  
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to 94.56%. Although in the paper, Boussaid and Hassine [23], system was built for 11 common Arabic 

isolated words with a speech recognition system. During the extraction stage several methods have been 

employed, including cepstral coefficients for the mel frequency (MLF), linear perceptual prediction, linear 

perceptual prediction and time derivatives in their initial order. To decrease the feature dimension, the 

primary component analysis was employed. The recognition stage is based on two learning algorithms, the 

Levenberg–Marquardt "Trainlm" and the scaled conjugate gradient "Trainscg," which are the basis of the 

feed backward neural propagation network. With dimensions 26 and Trainscg learning algorithm, the best 

results were obtained. When utilizing the corporation of 5, 10 and 20 speakers, respectively, they achieved a 

0.05, 0.21 and 0.68% test error rate. While, Hammami et al. [24], addresses the topic of the classifying of 

speech sound errors in native Arabic children, where Arabic words including the letter r (pronounced as/ra/) 

are improperly spoken. they determine if there is a sound mistake in the speech when a letter appears at the 

start, middle or end. To categorize the words said, they describe the speaker signal using the functions of mel 

frequency cepstral coefficients (MFCC). They test the performance of their method used a real-world dataset 

of native Arabic speech children who record their voice. For Arabic words with letters r at the beginning, 

middle and end of words, A suggested technique obtains a classification accuracy of 71.75%, 77.20%, and an 

average of 74.06%. These findings are higher than those achieved using the Hidden Markov model. Finally, 

Khudeyer et al. [25], explore the combination of multi-machine learning methods for the recognition of 

Arabic isolated letters recognition with imperfect and dimensional variables. There is no such work in this 

regard, to the best of our knowledge. They integrated various machine classifications to recognize isolated 

Arabic written characters in multifaceted formats. The method is based on the combination, with a majority 

vote, of three machine classifier(s) (k-nearest neighbors (kNN), support vector machine (SVM), and 

generalized neural regression network (GRNN)) and for final decision it return to the structural similarity 

index (SSIM). Experimental findings reveal that System 1, System 2, Systems 3, and System 4 have 63.8%, 

64.5% and 58.4%, and 76.7%, respectively. 

 

 

4. CONCLUSION 

The experimental results show that by using the MFCC feature extraction technique with deep 

learning the results are higher as compared to other proposed models been developed by other researchers. 

The recognition accuracy is higher by using LSTM as a deep learning model instead of using machine 

learning techniques. The recognition accuracy might be different if we used other extraction techniques or a 

combination of two techniques as well as other deep learning models such as CNN. 
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