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 Recently, many researchers have directed their attention to methods of 

predicting shorelines by the use of multispectral images. Thus, a simple and 

optimised method using image enhancements is proposed to improve the low 

contrast of the Satellite pour l'Observation de la Terre-5 (SPOT-5) images in 

the detection of shorelines. The near-infrared (NIR) channel is important in 

this study to ensure the contrast of the vegetated area and sea classification, 

due to the high reflectance of leaves in the near infrared wavelength region. 

This study used five scenes of interest to show the different results in 

shoreline detection. The results demonstrated that the proposed method 

performed in an enhanced manner as compared to current methods when 

dealing with the low contrast ratio of SPOT-5 images. As a result, by 

utilising the near-infrared histogram equalization (NIR-HE), the contrast of 

all datasets was efficiently restored, producing a higher efficiency in edge 

detection, and achieving higher overall accuracy. The improved filtering 

method showed significantly better shoreline detection results than the other 

filter methods. It was concluded that this method would be useful for 

detecting and monitoring the shoreline edge in Tanjung Piai. 
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1. INTRODUCTION 

Shoreline delineation is difficult, time-consuming, and sometimes impossible for the entire coastal 

system when using traditional ground surveying techniques [1]–[5]. Consequently, in satellite images, there 

is a need to overcome the difficulties in the extraction of shorelines [3]–[21]. Many computational methods 

are yet to be improved, and comprehensive methodologies are needed to be developed to extract the complex 

properties of multi-features in satellite images [2], [6], [22]–[34]. The challenges of shoreline detection are 

faced during the extraction of dense area features, when the satellite images suffer from surface reflectance 

during data acquisition [2], [4], [5], [22], [31], [32], [35], [36]. The current methods are discussed to analyse 

the limitations that occur during shoreline detection. There are several objectives explained, which indicate as 

to why this research is being conducted to notify the importance of accomplishing the goal. Furthermore, 

Satellite pour l'Observation de la Terre-5 (SPOT-5) images are used throughout this study by utilizing the 

https://creativecommons.org/licenses/by-sa/4.0/
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pan-sharpened image with a combination of the false color composites which consist of near-infrared  

(NIR), red, and green channels. Subsequently, the contrasts of the SPOT-5 images are improved by 

integrating the near infrared histogram equalization (NIR-HE) method for features preservation and edge 

detection [23], [33], [37]–[40]. 

An image captured in bad weather often yields low contrast results, due to persistent cloud cover 

and haziness, which attenuates scene radiance [23], [41]. Hence, electromagnetic energy is unable to reach 

the sensor before it passes through a substantial atmospheric scene [23], [42]. Hazy days in Malaysia are 

most likely to occur from January to February and from June to August [43], [44]. Haze is the appearance of 

atmospheric absorption and scattering of gases. The particles that cause the hazy appearance may originate from 

many sources, some of which are natural sources and some of which are anthropogenic sources [45]–[47]. 

Natural sources include the oceans, forests and the ground surface. However, a majority of the particulates 

originate from human activities such as open burning, land clearing and the combustion of fossil fuels in 

industrial boilers. Images taken with surface reflectance conditions will be affected by the low contrast [42]. 

Therefore, misclassification of features may occur due to low contrast. The efficiency of the haze removal 

method to remove haze is probably not quite as sufficient as the multispectral data applied, which is meant 

for retrieving features in the incorrect classes. 

Moreover, imagery with the presence of surface reflectance is prone to have weak edges, poor 

visibility, and misclassified pixels [46]–[50]. As a result, this would produce inefficient extraction of 

multiclasses, which causes missing line cues and a mixture of features. In order to produce a prediction of 

shoreline changes, the second challenge is to cater, which is to improve the filtering method by sharpening 

the image boundaries and eliminating the problem of misclassified pixels of the shoreline. Unfortunately, the 

prediction of shorelines is often poor because of inaccurate features due to misclassification. The images may 

lose image information [51]. As a consequence, an improved filtering method is essential for drawing more 

reliable edges for shorelines, with a high accuracy of features classification. These would eventually produce 

clear recognition and extraction of shorelines [2], [4], [22], [32], [35]. Additionally, for each application and 

image, a custom image enhancement method, and an adjustment of contrast while preserving the edges are 

usually necessary. 

The goal of NIR-HE using the NIR channel is to improve the image contrast and hence to make it 

suitable for classification of vegetation in feature extraction [2], [28], [33], [38], [40], [48], [52]–[55]. The 

false color composite image is enhanced using HE algorithm. The range of brightness values presented in an 

image is referred to as a contrast. Thus, the contrast is enhanced efficiently by using HE in a SPOT-5 image. 

An advantage of this method is that it manipulates the NIR channel, green channel and red channel [56]–[67]. 

By utilizing the NIR channel, it is important to note that the deep penetration of its long wavelength makes it 

possible to unveil the details of vegetation that could otherwise be lost entirely [49], [53], [62], [68]–[70]. 

The purpose of the NIR-HE method is to improve the low contrast of an image caused by surface reflectance 

issues. This paper is composed of several sections. Section 2 discusses research method on image 

enhancement, pan-sharpening, integrating NIR channel and image classification. Section 3 explains the 

analysis of the image enhancement method and analysis of feature signatures. The conclusions and 

recommendations for future work are presented in section 4. 

 

 

2. RESEARCH METHOD  

2.1.  Image enhancement 

Many researchers in recent years have focused on images taken in bad weather, which often produce 

low contrast results due to the presence of surface reflectance in the atmosphere, which reduces scene 

radiance [71]. In the process of image enhancement, the noise will be removed from the images, and the 

image contrast will be enhanced. Low contrast images with weak edges pose challenges in the fields of 

computer vision and pattern recognition [72]. However, the all year round tropical hot and humid climate in 

Malaysia is also a challenging problem because of the relevance between the persistent cloud covers and 

hazy days. Removing the noises can increase the visibility of the scene, correcting the color shift affected by 

the air light [73].  

Images with surface reflectance conditions will reduce visibility, and low contrast images reduce the 

performance of various image processing and computer vision techniques [41]. The dehazing method is a 

standard technique to remove surface reflectance and ensure high image visibility, as well as to correct the 

color shift caused by the air light [74]. The image with the presence of surface reflectance issues is prone to 

have biased low contrast scene radiance. However, haze removal has been a challenging issue where the hazy 

situation is dependent on unknown depth information [74]. According to [75], the original details of images 

need to be preserved, even though the visuality of an image has been improved. Many approaches have been 

proposed for addressing the problem of surface reflectance condition such as hazy and cloudy conditions.  
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These approaches are categorized into two types: multiple image processing or additional information 

methods [76]–[79], and single image processing approaches [29], [42], [43], [73], [80]–[82]. Therefore, a 

comprehensive study to improve the surface reflectance problem while maintaining detailed information on 

an image is highly recommended.  

 

2.2.  Pan-sharpening of SPOT-5 images 

As depicted in Figure 1, pan-sharpening was used to increase the spatial resolution, and to provide 

better visualization of a multiband image, using a lower-resolution and single-band image [83]–[86]. Pan-

sharpening is the process of merging multispectral and panchromatic imagery, thereby creating a single high-

resolution colour image. A panchromatic image contains only one wide channel of reflectance data. Modern 

multispectral scanners also generally include some radiation at slightly longer wavelengths than red light, 

called near infrared. Panchromatic images can be generally collected with a higher spatial resolution than a 

multispectral image, because the broad spectral range allows for smaller detectors to be used while 

maintaining a high signal-to-noise ratio [7], [84], [87], [88]. In contrast, a multispectral image is one that 

contains more than one spectral channel. A simple example of a multispectral image is a colour image which 

contains three channels, corresponding to the red, green and blue wavelength channels of the electromagnetic 

spectrum [89]–[105]. 

 

 

 
 

Figure 1. Proposed method 

 

 

2.3.  Integrating near-infrared channels 

After the process, a multiband raster dataset (R, G, B) is produced. Then, the data image can choose 

either a single channel of data or can form a colour composite from multiple channels [84]. A combination of 

any three available channels within a dataset can create red, green, and blue (RGB) composites [106]–[113]. 

There are many possible schemes for producing an RGB composite or false colour composite images. 

However, each scheme has the ability to detect specific objects in an image. In this study, the false colour 

composites include the NIR channel, the green channel (G) and the red channel (R), as depicted in Figure 2. 

This integration of NIR channels is suitable for detecting vegetation and water bodies. There is a combination 

of the false colour composite used in detecting vegetation, with the red channel replaced in the NIR channel. 

The use of the NIR channel can help find a suitable local patch for air light-colour estimation [51]. 

Figure 2 shows a comparison of the histogram between an RGB image and false colour images. The 

histogram shows that the curve for an RGB image is within the range of 89 and 122, while the false colour 

image lies in the range between 25 and 200. This indicates that a pixel does not span a full range of RGB 

images. Moreover, the peak signal-to noise ratio (PSNR) value for the false colour image is shown to be 

slightly higher than that of the RGB image, due to the NIR channel’s integration onto the image [114]–[117].  

This encourages the use of a false colour image throughout the study and the presence of an NIR 

channel, which makes the vegetation more vibrant and helps with edge detection and feature extraction [118]. 

Although the NIR channel helps improve vegetation and water body detection, the image needs to undergo 

image enhancements, in order to improve its image contrast and to improve its extracted edge detection. 
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(a) (b) 

 

Figure 2. Comparison histogram between (a) RGB image and (b) false colour 

 

 

An image contains one or more colour channels, which defines the pixel location. The conversion of 

images is achieved through a colour map. The most common colour map is grayscale, which involves all 

shades of grey from black to white. Therefore, grayscale is particularly well suited to images with high 

intensity [119]–[122]. In addition to utilizing false colour, a map can better display the intensity in  

images [123]. Therefore, false colour images are mostly able to delineate and identify features for a human 

observer. An intensity scale known as the grayscale level, is in a digital image with an m x n array of values, 

for each pixel in a single sample, containing the image intensity information. In the 8 bits per sample pixel, 

up to 256 shades of gray are utilized.  

The conversion of an RGB image to grayscale is a common approach used to retain information 

regarding brightness, and for discarding the values of hue and saturation. Each pixel is made up of three 

colours, including red, green and blue, which are used to describe intensity. In the RGB colour model, a 

colour image represents the intensity function presented in (1), 

 

I = (IR, IG, IB) (1) 
 

where IR represents the intensity value of the pixel in the red channel, IG represents the intensity value of the 

pixel in the green channel, and IB represents the intensity value of the pixel in the blue channel.  

The intensity of each colour channel is usually stored through the use of eight bits. Therefore, 

multispectral images store multiple values for each pixel, captured through the amount of light in different 

channels of the electromagnetic spectrum. The common multispectral images are RGB, which contain three 

channels that correspond to the R, G and B regions of the spectrum [39], [60], [84], [88], [94]. However, 

throughout the study, the false colour image is used, where the three channels correspond to the NIR, R and 

G regions. Converting a false colour image to a grayscale image involves mapping a three-channel image 

(m=3) to a single channel image (n=1). Therefore, a simple approach is considered, which involves averaging 

the three channel values, as presented in (2): 

 

I = (INIR+ IR+ IG) / 3 (2)  
 

where INIR, IR and IG are the NIR, red and green channels of the input image, respectively. 

However, the resulting image is not equally sensitive to all frequencies. Therefore, the channel 

average is tested by increasing the weight of the NIR channel. A significant improvement has been proposed 

by modifying the weight of the NIR channel. As a result, the gray levels for each channel are calculated and 

implemented, through using (3), 

 

I’= ((r * INIR) + IR + IG) /t  (3) 

 

where ‘r’ is the number of adding the NIR channel, ‘NIR’ is near-infrared, ‘G’ is green, ‘R’ is red, and ‘t’ is a 

channel’s total number.  

The gray levels for each colour channel are calculated and implemented. In regards to false colour 

values, NIR is 102, R is 90, and G is 75. Then the image is tested to convert back to the false colour, through 

usage of a non-replicating transformation. This step ensures that the changes of the additional NIR channel 

serve to make the image darker or brighter, and also to ensure that the values are still within the range of 8-bit 

values. Therefore, the three separate colour channels are shown through settings, while the other colour 

channel is zero. For example, the NIR channel is visualized through (4). 

 

INIR = INIR; IR = 0; IG =0; (4) 

 

Therefore, the grayscale image is formed through utilising values from the NIR channel as (5). 

 

I’NIR = INIR; I’R = INIR; I’G = INIR;  (5) 
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From the results shown above, the average approach tends to increase the contrast. The formula 

manipulates the NIR channel weight, where the channel reflects more than other channels, given that the 

human visual system is more sensitive to the NIR channel than to the other channels. The advantages are that 

the division by four implements, due to an average of three channels and the addition of one channel weight, 

through multiples of two, by the weight of the NIR channel. Therefore, it may increase the NIR channel’s 

weight. However, if the average used is more than two channels of the NIR channel, then the images will 

show greater contrast, and will cause image information loss and mixed pixels. As a result, the proposed 

method is suitable for a low contrast image of SPOT-5, whereby multiplying by two into the weight of NIR, 

will make the channel reflect the vegetation in the area of Tanjung Piai. In this case, the plants reflect NIR 

and green light, and absorb red. Therefore, the channel reflects more NIR than green, whereby plant-covered 

land appears to be deep red [30]. 

 

2.4.  Image classification  

The image classification process must be performed to identify and compare the accuracy by support 

vector machine (SVM) [33], [124]–[154]. In this study, a few polygon samples were created for training 

classes. These comprised of four classes, namely: vegetation, developed area, sea, and soil. These four 

features are selected not only because they are useful for shoreline edge detection, but also because these are 

essential for most urban planning applications which include development of areas, shoreline and vegetation 

extraction. Throughout the SVM method, the radial basis function (RBF) [126], [130], [146], [154] for kernel 

type and the threshold value of 0.70 are used for the classification process. Several trial-and-error run values 

using a threshold value in between the range of 0.10 and 0.70 are chosen in the initial experiments. These 

parameters obtained a higher accuracy performance level with more than 78% accuracy for all datasets.  

 

 

3. RESULTS AND DISCUSSION  

3.1.  Analysis of the image enhancement method 

The intensity of the contrast enhancement method has been observed through the enhanced  

images [155]–[165]. By using NIR, the red-colored pixels are produced, and it is more obvious when 

representing the healthy vegetation area. NIR helps penetrate further than the visible channel, due to its long 

wavelength. In this case, a darker image is assumed to be unable to reflect any solar energy, which indicates 

the histogram of a nearly zero digital number or brightness value. If the image presents surface reflectance, 

then the histogram of the visible channel shows a sharp increase in occurrence frequency at the lower-

contrast level. Therefore, the pixel intensity histogram’s leftwards skew indicates that the image is considered 

to have a dark level, with a low brightness level; and if the pixel intensity histogram is skewed to the right, 

then the image is considered to have a higher brightness level. Moreover, for the contrast level, if the pixel 

intensity histogram focuses on the center of the histogram, then the image will have lower contrast. On the 

other hand, if the pixel intensity histogram is distributed throughout the histogram range, the image will have 

a higher contrast level. This indicator was used to assess the image enhancement methods, using a variety of 

illuminations for optimal performance [28], [85], [86], [105], [140], [166].  

The HE method was used to apply image enhancement individually to the gray-level images [167]–[176]. 

The NIR channel was integrated into the false color composite, combining the red and green channels, 

instead of the red, blue and green channels. The fusion criteria were based on the observation of the NIR 

channel images, which have higher contrast. Therefore, the NIR channel was used to refine the image’s 

contrast. The HE method enhances the image by distributing the image brightness levels equally across the 

brightness scale [1], [11], [15], [21], [44], [53], [54], [72], [94], [119], [136], [140], [145], [150], [159], 

[168], [169], [172], [175]. Furthermore, the intensity of the contrast enhancement method is measured 

through the root mean square (RMS), where the higher the RMS value, the better the contrast image [22], 

[35], [48], [178]–[181]. As depicted in Table 1, the image enhancement methods for SPOT-5 images have 

been compared and ran to produce the best approach. The results of the histogram of colour pixel intensity 

distribution were analyzed. At this point the four methods produced three coloured pixels, including healthy 

vegetation areas indicated by red pixels, water areas indicated by blue pixels, and non-vegetated/developed 

areas indicated by white pixels.  

The RMS values for the initial image have shown the lowest values, when compared to other 

methods. For the dark channel prior (DCP) method, the RMS value of scene three was 0.2441. Therefore, the 

image was not fully enhanced to its optimum level, after which it turned dark and the vegetation was harder 

to identify. The HE method performed an image contrast enhancement individually to the gray-level image. 

The HE method removed the surface reflectance in an image and enhanced the image contrast of the gray 

image. Therefore, the HE method produces better contrast, when compared to the DCP method, which 

produces an image with very high brightness, for all spectral channels. The HE method produced an RMS 
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value which is nearly equal to the proposed method, specifically 0.4192 for scene one, 0.4478 for scene two, 

and 0.4612 for scene three. However, the decorrelation stretch (DECORR) results are more suitable for density-

based vegetation analysis, from which it is fit and able to distinguish more than one feature [182]- [194]. On the 

other hand, the proposed method enhanced the image by distributing its brightness levels together with the 

whole brightness scale [118], [193]. Therefore, the image has been improved to its optimum level, without 

losing details or causing shifts in colour. The RMS value for the proposed method shows the highest value, 

when compared to others. From this result, it can be concluded that the proposed method provides a higher 

image quality after image enhancement, and the image is surface reflectance-free. 

Additionally, the peak signal-to-noise ratio (PSNR) is commonly used as a measure for image 

quality reconstruction. PSNR is the ratio between maximum possible power and corrupting noise which 

impacts an image’s representation. On the contrary, the mean square error (MSE) represents the cumulative 

squared error between the enhanced image and the initial image. As a result, PSNR and MSE are interrelated. 

Where there is higher PSNR and lower MSE, a better contrast can be achieved [98], [171], [195]–[199]. 

Table 2 shows a comparison of PSNR and MSE results, when using the different methods. As seen in the 

Table 2, the proposed method has the highest PSNR when compared to the other methods. The use of the 

proposed method provides a greater contrast level, following the process of improving the low-contrast 

images. Therefore, the proposed method improves an image’s contrast, when compared to other methods. 

 

 

Table 1. Overall observation of RMS for Scene 1, Scene 2, Scene 3, Scene 4, and Scene 5 

 
 

 

Table 2. Comparison of PSNR and MSE result using a different method 
  DCP HE DECORR Proposed Method 

PSNR Scene 1 6.6143 12.6297 13.8147 18.1745 
Scene 2 10.1975 13.8147 14.6662 17.7938 

Scene 3 10.4347 14.8583 15.1158 18.0891 

Scene 4 11.3917 14.6568 13.3509 17.1538 
Scene 5 11.3284 13.8147 16.8198 18.2336 

MSE Scene 1 1.4179 3.5491 2.7016 1.0045 

Scene 2 6.2134 2.7016 2.0022 1.0807 

Scene 3 5.8832 2.1245 2.2205 1.0096 

Scene 4 4.7197 2.2254 3.0060 1.2523 

Scene 5 4.7889 2.7016 1.3524 1.2432 

 

 

3.2.  Analysis of feature signatures 

Feature extraction allows for a more-accurate detection of features, as a result of the image’s 

enhancements [15], [16], [39], [89], [143]–[145], [148]. The signature of feature classes could be 

distinguished from complex surface textures. Starting with image pre-processing through image 
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enhancement, a comprehensive method of features extraction has been implemented, creating a useful 

representation of the developed areas, vegetation, sea, and natural ground. Image enhancement is applied to 

the initial image, in order to produce an enhanced image for purposes of better clarity. Canny edge  

detection [7], [117], [160] was used to detect shorelines. Neither the Sobel, Prewitt nor Log methods were 

able to detect shore edges. According to the results, the proposed method demonstrated the best edge 

detection. Minimum and maximum thresholds were tested. However, the threshold at 0.07 produces the best 

results. In DCP, the result showed the lowest detection when compared to other methods. In Scene 2, the 

edge could not be detected due to the image’s low contrast. For HE, the edge detection in Scene 2 showed 

that the edge could not be detected due to the image’s brightness. The image consisted of misclassified 

pixels. However, the proposed method showed the best shoreline edge detection. All the edges were detected, 

and almost all surface reflectance was removed. An image’s level of contrast affects the shoreline detection 

results. By using the Canny edge detector as the edge detector for shorelines in the surface reflectance 

images, a robust and very-high enhancement level was achieved. 

The improvement of overall performance evaluation provided a corrected input image and produced 

better feature extraction, when compared to the initial image. The average accuracy of the initial image for all 

datasets was 76.39%, producing a low-quality contrast, due to the presence of surface reflectance. The DCP 

method for all datasets showed that the enhanced images produced a low quality of contrast with an accuracy 

that was about 89.78% and Kappa value was 0.86 as depicted in Table 3. As explained above, the enhanced 

image results of the HE method for all datasets, have produce more intensity values which achieved higher 

values for all datasets when compared with the DCP method. The average accuracy for all datasets is more 

than 80%, while the Kappa value is more than 0.83. For the DECORR, the enhanced image produced an 

87.91% average accuracy for all datasets, while the mean of the Kappa value is 0.82. The accuracy and 

Kappa value achieved a higher value for all data sets, when compared with the other methods. This result 

showed that the proposed method produced better results when classified with the four class features. These 

included vegetation areas, developed areas, natural ground and soil. The average accuracy for the proposed 

method was found to be more than 85%, while the average of Kappa value was 0.88. 

 

 

Table 3. Performance evaluation 
  Accuracy (%) Kappa   Accuracy (%) Kappa 

Scene 1 Initial Image 82.09 0.73 Scene 4 Initial Image 80.4 0.71 

 DCP 89.78 0.86  DCP 83.14 0.8 

 HE 91.06 0.88  HE 88.92 0.84 
 DECORR 91.96 0.89  DECORR 92.12 0.88 

 Proposed Method 92.75 0.9  Proposed Method 94.26 0.9 

Scene 2 Initial Image 68.58 0.55 Scene 5 Initial Image 73.55 0.69 
 DCP 82.55 0.76  DCP 86.24 0.82 

 HE 79.06 0.71  HE 87.46 0.83 

 DECORR 84.09 0.78  DECORR 89.67 0.85 
 Proposed Method 87.34 0.82  Proposed Method 92.12 0.88 

Scene 3 Initial Image 78.5 0.69     
 DCP 86.99 0.81     

 HE 93.61 0.92     

 DECORR 86.57 0.8     
 Proposed Method 95.28 0.93     

 

 

4. CONCLUSION  

In this study, an image enhancement method was proposed for low contrast images, formed due to 

the surface reflectance in SPOT-5 images. Therefore, a false colour composite, including the near-infrared 

(NIR), green and red channels, was chosen in order to increase the vegetation’s contrast, as indicated in red. 

By using histogram equalization (HE), the image was adjusted in order to minimize the problem of darker spots 

or surface reflectance. The modification of the weight of the NIR channel made the vegetation reflect the 

NIR and green light. As a result, the NIR-HE method efficiently restored contrast for all datasets, producing a 

higher efficiency in edge detection, and achieving higher overall accuracy. Additionally, the root mean 

square (RMS) showed improved values. The accuracy and kappa value were obtained, in order to evaluate 

the maximum performance of the enhanced images. A success rate of more than 80% was achieved by using 

the proposed method, which proved that it could assist in high accuracy feature extraction.  
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