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 This paper proposes an analysis of high-impedance fault detection algorithms 

for medium voltage distribution lines based on the discrete wavelet transform 

(DWT) technique and a more advanced technique named independent component 

analysis (ICA) independently. Three-phase distribution line model and two 

diodes high impedance fault model, which represents the unsymmetrical fault 

current of electric arc, simulated using MATLAB/Simulink. High impedance 

fault (HIF) detection algorithm initially analyzes the sampled current 

waveforms through DWT and the resultant third level high-frequency 

components “d3” coefficients are analyzed through one cycle moving window 

approach. The proposed algorithm successfully detects any HIF in the 

distribution current even if there is a slight or no difference in the amplitude of 

the HIF and the waveform of the phase current. On the other hand, the ICA 

more developed algorithm than DWT successfully separated the noise signals 

from the obtained current waveforms and HIF noise signals can be 

differentiated with non-HIF noise signals. Because of this reason ICA is chosen 

in this research. The detected HIF current can be from 50 ma and up. 
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1. INTRODUCTION  

Unwanted electrical contact between a bare energized conductor and a non-conductive foreign 

object is called a high impedance fault (HIF). Non-conductors for materials have a high impedance to the 

flow of current. Common HIF occurs where conductors are physically damaged and fall onto high impedance 

surfaces such as asphalt tracks, sand, grass, and trees. These types of defects pose a danger to human life and 

the environment. Another common form of HIF is a conductor mount system failure, insulation failure or tree 

branch, vegetation, or wall [1]. The arc signal for these defects is generally the same as the signal for a 

grounded broken conductor. Also, arcs can occur due to air gaps due to poor contact with floors or grounded 

objects. For example, Figure 1 illustrates the effects of HIF. This happened in Al Ain, Abu Dhabi, UAE. The 

11kV distribution line fell to the ground, but due to the characteristics of the floor, the ground trip relay was 

not enabled and the feeder was not tripped. At night, when the animals touch the three-phase distribution line, 

they died. Figure 1 illustrate the effect of HIF, the Camel died due to the fallen wooden pole with live 

conductors in the ground. 

https://creativecommons.org/licenses/by-sa/4.0/
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Figure 1. Actual site photo 
 

 

The majority of HIFs occur at 15 kV and lower distribution voltages, with the problem being worse 

at lower voltages [2]. If a HIF happens in a distribution system, the fault's high impedance causes little to no 

variation in the current level when opposed to the load current. This makes traditional over-current relays, 

especially earth fault relays, difficult to detect. Another distinguishing characteristic of HIFs is their erratic 

nature, with large and unpredictably fluctuating current levels. As a consequence of arcing, fault signals are 

also rich in harmonics and have high-frequency components [3], [4]. The essence of HIFs has been a topic of 

study and analysis since the early 1970s [5] which has resulted in the development of several techniques for 

HIF detection. The most common detection method is to modify overcurrent protective devices [6], but this 

design has resulted in several unplanned service interruptions because the electric current level caused by 

HIFs cannot be distinguished from other non-fault events in the power system. For detecting irregular ground 

currents, a form of the ground relay was built [7]. However, it has the drawback of being unreliable for 

highly unbalanced loads and multi-grounded systems. 

The principle of intelligent computing (IC) has recently been applied to the detection of HIFs. HIF-

generated signals have been discovered to have time-varying characteristics [8]. On this basis, HIFs can be 

detected using a signal processing technique based on the wavelet transform method [9]. Since it is more effective 

in tracking time-varying fault signals, this is the technique used in this analysis. Furthermore, when any HIF occurs 

in a transmission line process, the algorithm built in this study is capable of determining the magnitude of the fault 

current based on the frequency disturbance [10]. While, using the blind source separation technique, the 

independent component analysis (ICA) algorithm focused on the IC field to restore the corrupted signal containing 

uncorrelated noise. As a result, the HIF noise signals can be effectively separated from the phase current 

waveform. The HIF noise pattern is easily distinguishable from non-HIF noise. Ekici et al. suggested an iterative 

real-time algorithm [11] when they first implemented ICA in the 1980s. The ICA method, on the other hand, was 

largely unknown until 1994, when it was given a name and implemented as a new idea [12]. 

The following is the layout of the remainder of this paper: The theoretical history of wavelet 

transforms as a signal analysis method, as well as the mathematical model of the ICA algorithm, are 

presented in section 2. After that, section 3 is devoted to modeling and simulations of a high impedance fault 

on an 11 kV power delivery feeder case study. On the signals produced from the simulations, discrete 

wavelet analysis and independent component analysis are carried out. Section 4 analyzes the results of each 

algorithm using frequency analysis and pattern recognition, and section 5 draws the study's conclusion. 

 

 

2. RESEARCH METHOD 

2.1.   Discrete wavelet transform (DWT) analysis 

The wavelet transform is a recently developed mathematical technique that divides data or a signal 

into different frequency components in a non-uniform manner, then studies each component with a resolution 

that is proportional to its scale [13]. Because of its ability to obtain both time and frequency information from 

transient signals, it is often used in signal analysis. The wavelet transforms (WT) is compared to the fourier 

transforms (FT) and why the WT is favored over the FT is documented in [14]. The resolution issue of time 

and frequency remains regardless of the transform used. Multi-resolution analysis (MRA) is another method 

of signal analysis used to address this. MRA examines the signal at a variety of frequencies and resolutions. 

It does not resolve all of the signal's spectral components equally [15]. At high frequencies, it is built to 

achieve good time resolution but poor frequency resolution, and vice versa. This is because signals 

experienced in practical applications have high-frequency components for short durations and low-frequency 

components for long durations. 

Digital filtering techniques introduced by Mallat in 1988 [16] are used to obtain a time scale 

representation of a digital signal in DWT. To evaluate the signal at various scales, DWT employs filters with 

various cut-off frequencies. In (1), the signal is passed through a series of high pass filters to analyze the high 

frequencies, as well as a series of low pass filters to convolution the signal with the filter's impulse [17]. 

𝑥[𝑛] ∗ ℎ[𝑛] =  ∑ 𝑥[𝑘] ∗ ℎ[𝑛 − 𝑘]∞
𝑘=−∞   (1) 
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h[n] is the low pass filter impulse, where x[n] is a discrete-time function, n is an integer, and k is an index. 

The low-frequency components of many signals are the most important components. It conveys a 

sign of personality. On the other hand, high-frequency materials do not affect taste. This is the reason for 

introducing approximation and description in wavelet analysis. 

The high-scale, low-frequency components of the signal are approximations, whereas the low-scale, 

high-frequency components are data. In (2), inner products of the function f(t), the signal and, scale 

functionφj,k(t) with the scaling basis j,k is used to compute approximations (also known as scaling 

coefficients, Aj,k). 
 

𝐴𝑗.𝑘 = 〈𝑓 (𝑡). ∅𝑗,𝑘(𝑡)〉 =  ∫ 𝑓 (𝑡)∅𝑗,𝑘
∞

−∞
(𝑡)𝑑𝑡 (2) 

 

Wavelet coefficients (details) can be calculated from wavelet-based on wavelet, using the inner 

product of the function f (t) and wavelet function ψj,k(t): 
 

𝐷𝑗.𝑘 = 〈𝑓 (𝑡). 𝜓𝑗,𝑘(𝑡)〉 =  ∫ 𝑓 (𝑡)𝜓𝑗,𝑘
∞

−∞
(𝑡)𝑑𝑡 (3) 

 

Details (also known as wavelet coefficients) are obtained by passing the original signal through a low pass 

filter, while the original signal is passed through a high pass filter. The inner products of the function f(t) 

with the wavelet basis, as in the equation, are used to calculate this operation mathematically (3). Where the 

mother wavelet 𝜓(𝑡) determines the scale function ∅𝑗,𝑘(𝑡) and the wavelet function 𝜓𝑗,𝑘 (𝑡) by the following 

equations [18].  
 

∅𝑗,𝑘  (𝑡) =  2𝑗/2∅(2𝑗𝑡 − 𝑘) (4) 
 

𝜓𝑗,𝑘  (𝑡) =  2𝑗/2𝜓(2𝑗𝑡 − 𝑘) (5) 
 

Unfortunately, if you perform the above operation on a real digital signal, you'll end up with twice as 

much info. The original signal must be downsampled to correct the problem caused by the filtering operations. 

Downsampling a signal entails lowering the sampling rate or eliminating any of the signal's samples. 

As previously stated, the DWT decomposes signals into coarse approximation and detail and 

analyzes them at different frequency bands with different resolutions. To accomplish this, DWT employs 

scaling and wavelet functions. Low pass and high pass filters, respectively, are correlated with these two sets 

of functions. First, a half-band high pass filter g[n] and a low pass filter h[n] are applied to the initial signal 

x[n]. As previously said, half of the samples will be discarded after the filtering process. As a result, the 

signal can be subsampled by two. This is one decomposition level, and it can be expressed mathematically as 

follows: 
 

𝐷𝑗[𝑛] =  ∑ 𝑥[𝑛]. 𝑔[2𝑛 − 𝑘]𝑘  (6) 
 

𝐴𝑗[𝑛] =  ∑ 𝑥[𝑛]. ℎ[2𝑛 − 𝑘]𝑘  (7) 
 

where Dj is the output of the detailed high pass filter, Aj is the output of the approximate low pass filter, and 

the resolution j, j = 1,2, ..., J. k = 1,2, ..., K, where K is the length of the filter vector after downsampling to 2 

[19]. The signal decomposition method can be repeated by decomposing a continuous approximation one 

after another by decomposing one signal into several low-resolution components. Figure 2 shows the layout 

of the DWT. The resolution level has two general meanings. J in descending order from highest resolution 

level (1) to harshest resolution level (J) and highest resolution level (J1) to most severe resolution level (0). J 

represents the total resolution level. The relationship between level and j is as follows: 
 

Level = J – j 
 

At the bottom of Figure 2, the resolution levels in terms of Level and j are described. Each 

resolution level's resolution scale, or scale Level, is specified as follows: 
 

ScaleLevel = 2J−Level = 2j 

 

The input signal dj + 1 of the upper-resolution level is divided into approximate cj by the low-pass 

filter h0 of the upper-resolution level and is divided into the information dj by the high-pass filter h1 at the 

sub-resolution level of each resolution level. After that, the output approximation and the information signal 

are reduced by about 2 for both. The maximum frequency of the originally sampled signal f (t) at freqf (t) Hz 
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is freqf (t) / 2 Hz based on the Nyquist arrangement (the highest frequency that can be correctly represented 

is less than 1/2. Sampling rate). 
 

 

 
 

Figure 2. Multiresolution scheme for DWT analysis 
 

 

2.2.   Independent component analysis (ICA) 

It is a blind source-based separation approach including an unknown environmental source signal 

“S” and a mixture of signal “A”. The features of ICA contain some dubiety regarding independent 

components i.e. the determination of component's respective vacancies and order is not possible and hence 

called a blind source approach. ICA has different typed i.e. Fast ICA, Infomax ICA, and Projection pursuit 

ICA [20] to extract the independent components considering; 

a) Maximization of Non-Guassianity method 

b) Minimization of mutual information method 

c) Maximum likelihood (ML) estimation method  

The ICA used for mix signal; lets the system matrix comprised of two different signals “S1” and 

“S2” and illustrated mathematically as follow; 
 

𝑆 =  (
𝑆1
𝑆2

) 

𝑆1 =  (𝑆11, 𝑆12, 𝑆13, … … … … … … . 𝑆1𝑁) 

𝑆2 =  (𝑆21, 𝑆22, 𝑆23, … … … … … … . 𝑆2𝑁) 
 

where “S” is the source signal and “N” represents the number of time-space. The mixture of these signals can 

be written as; 
 

𝑋 = 𝐴𝑆 (8) 
 

where “A” represents the coefficient matrix and the derived equation is taken as reference by [21]. 

In resolution level 1, the first approximation cJ1 and first detail dJ1 are sampled at half of frequency 

f (t). As a result, In (6) gives the maximum frequencies 𝑓𝑟𝑒𝑞𝐿𝑒𝑣𝑒𝑙  of signals cj and dj in each resolution level. 
 

𝑓𝑟𝑒𝑞𝐿𝑒𝑣𝑒𝑙 =  
𝑓𝑟𝑒𝑞𝑠

2𝐿𝑒𝑣𝑒𝑙 (9) 

 

 

3. MODELING AND SIMULATION 

This section comprises the HIF model and the power system model and the DWT-based HIF 

detection algorithm. HIF model simulates the high impedance fault in the developed power system model and 

the generated current and voltage waveforms are sampled for the post fault analysis by the proposed DWT 

algorithm.  
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3.1.   High impedance fault (HIF) model  

The simulation uses a simplified 2-diode HIF model [22]. Figure 3(a) shows the circuit of the HIF model. 

Conversely, the Simulink implementation of this model is shown in Figure 3(b). The arc of sandy soil is the basis 

of this HIF model. At adjacent points, the model contains two diodes of opposite polarity and two direct current 

(DC) power supplies Vp and Vn that reflect the starting voltage of the soil and/or the air between the tree and the 

distribution line. The resilience is denoted by the two resistors Rp and Rn. If the values are not the same, 

asymmetric fault current simulation is possible. When the phase voltage is greater than the positive DC voltage Vp, 

the fault current flows towards the ground. If the line voltage is less than the negative DC voltage Vn, the fault 

current is reversed. As long as the phase voltage is between Vn and Vp, no-fault current flows.  
 
 

  

(a) (b) 
 

Figure 3. Simplified two diode HIF fault model; (a) circuit of the HIF model and (b) Simulink implementation 
 

 

3.2.   Power distribution network model  

The power distribution network model as illustrated in Figure 4, consists of an 11 kV linear 

distribution network with two 3 phase Pi section lines, each line is having a length of 25 Km. In the case of 

the HIF model, variable fault resistance is achieved by introducing a sine wave block with fix 250 Ohm 

resistance on both branches. Sine wave amplitude is kept at 10% of the fixed resistor value as given in [23]. 
 
 

 
 

Figure 4. Distribution network model 
 

 

Furthermore, voltage and current need to be sampled with 256 samples/ cycle so that they can be 

easily analyzed with DWT and ICA algorithms as well. Specifically, the DWT algorithm accepts 2n samples 

for the multiresolution analysis. Therefore sampling time is calculated by using the (10). For the 2 sec 

simulation time and 50Hz frequency, a total of 25600 samples is generated to be analyzed by the algorithm. 

 

Sample time = (1 cycle period for 50Hz) / (required samples) (10) 
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3.3.   Proposed DWT based HIF detection algorithm 

According to the flow chart of Figure 5, this algorithm starts with the separation of each of the 3 

current phases Iabc from the combined Iabc to 2D sample array. Afterward, the DWT method provided by 

MATLAB is applied to each current phase sample and gets d3 coefficient array “d3[n]”. Then the next stage 

is to get the summation of the d3[n]. Since total samples per cycle are set to 256. So that after the 3rd level of 

DWT, d3 coefficients per cycle are reduced to 256/23 = 32. Therefore, each time 32 coefficients of d3[n] are 

summed to get sum_d3, which is coefficient summation per electrical cycle. Then Sum_d3 is compared with 

the threshold value “Th” that has been set to 400 after several iterations. If sum_d3 is equal or above then Th 

for 7 cycles or more, represented as as “F” variable, this will be the indication of a fault in that specific phase.  
 

 

 
 

Figure 5. Flow chart of DWT based HIF detection algorithm 
 
 

3.4.   Proposed ICA based HIF detection algorithm 

For the ICA algorithm to separate the HIF noise signal from phase current waveforms, it is 

important to get each phase current sample from at least three different locations because of having three 

different phases or independent components. According to (8), there should be n linear mixtures x1,..,xn of n 

independent components s1,…sn. and a1, a2,. . . an represents the coefficient matrix [24]. 
 

xj = a1s1+a2s2+...+ansn 

 

where j = 1…n. 

The current measurement block is used at three different locations to capture the three-phase 

currents. Initially, the proposed ICA-based detection algorithm generates a linear mixture of each phase 

current and analyzes each mixture individually with ICA, and yields two separate independent components, 

noise waveform and the original current waveform for each current phase. ICA method or function has been 

configured after several trials and errors with the following parameters [25]. 

Approach = deflation 

Nonlinearity ‘g’ = gauss 

Finetune = skew 

Stabilization = on 

Afterward, extracted noise components of each current phase are plotted in the time domain. 
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4. RESULTS AND DISCUSSIONS 

After the development of the HIF simulation model and algorithm scripts for a distribution system 

based on DWT and ICA, fault conditions have been tested for 2 seconds simulation time. Where high 

impedance fault was introduced at phase A, from 0.7 s to 1.3s in case of DWT-based fault detection. While in 

the case of the ICA-based fault noise separation algorithm fault was introduced in phase B from 0.4sec to 

0.405 sec. Fault time has been reduced intentionally in the case of ICA algorithm evaluation so that separated 

HIF noise component patterns can be observed easily.  

Initially, for evaluating each algorithm, the fault was set in the HIF model. After then extract the 

voltage and current data into the MATLAB workspace with a sample time of 3.33x10-6 sec. Since it is 

intended to get 6000 samples per cycle to achieve a high-resolution noise signal pattern, therefore sample 

time is calculated by using (11). 
 

Sample time = (1 cycle period for 50Hz) / (required samples) (11) 

 = 20x10-3/6000 

 =3.33x10-6 sec 
 

For the simulation time of 2 sec, the total number of electrical cycles is 50Hz x 2 = 100 cycle. 

Therefore, the total number of samples that are extracted in the MATLAB workspace will be, Total 

No. of cycles x No. of samples per cycle =100 cycles x 6000 = 600,000 samples. 

Afterward extracted voltage and current data is used in the DWT and ICA-based HIF detection 

script for the detection of HIF faults in the phases according to the mentioned algorithm separately. These 

two algorithms are independent but used the fault data from the same model.  

 

4.1.   DWT algorithm: phase a fault from 0.5s – 0.7s 

For evaluating the DWT-based HIF detection algorithm, the fault was created through a circuit 

breaker in phase A from 0.5 sec to 0.7 sec. Figure 6(a) and 6(b) illustrates the voltage and current waveforms 

during phase a fault condition. From the figures, disturbance can be observed in the voltage and current 

waveforms as well after 0.5sec. However, current waveforms are more affected by HIF, therefore these 

waveforms are preferred for the HIF analysis. 

Following the procedure, current waveforms are sampled with 6000 samples per cycle and analyzed 

using a developed detection algorithm. Figure 7(a) illustrates the current waveform of phase A, while  

Figure 7(b) is the graph obtained from its d3 coefficients. In this figure, frequency disturbance can be 

observed for the fault duration. Moreover, Figure 7(c) illustrates the graph obtained by summing the 

coefficients of DWT level 3 for each electrical cycle. Since according to the detection algorithm, the 

threshold value of d3 coefficients summation is set to 800, and if d3 coefficient summation maintains or 

exceeds this threshold value for at least 7 electrical cycles, this will indicate the presence of HIF in that 

particular phase. It can be observed in this figure that during the whole fault time, the maximum value of d3 

coefficients summation reached about 870. Whereas the minimum value is maintained near about 860, which 

is higher than the minimum threshold value of 800. Hence, the algorithm successfully detected HIF in phase 

A and the duration of HIF is calculated through initial and final detection time using relations. 

Detection time = (time period of electrical cycle) x (nth d3 coefficient summation after detection) 

Initial detection time = (1/50) x 35 = 0.7 sec 

Final detection time = (1/50) x 65 = 1.3 sec 

An nth number of d3 coefficient summation for initial and final detection time can be observed in 

Figure 7(c) at the beginning and end of the fault waveform. It is noted that the total number of d3 coefficient 

summations is the same as the total number of the electrical cycle that is 100 for the 2-sec duration of 

simulation, since each summation is calculated for one electrical cycle as discussed before.  
 
 

 

 

(a) (b) 

 

Figure 6. Voltage and current waveforms for faults in Phase-A condition; (a) voltage and  

(b) current waveforms 
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(a) 

 

 
(b) d3A 

 
(c) sumD3A 

 

Figure 7. (a) Phase A current (Ia), (b) d3 coefficients of Ia, (c) summation of d3 coefficients of Ia 
 
 

Meanwhile, Figure 8(a) illustrates the graph obtained from phase B current samples, where as  

Figure 8(b) represents the graph of d3 coefficients of Ib where minor frequency disturbance can be observed.  

It is due to the fault in phase A which causes minor disturbance in other phases as well. Figure 8(c) shows the 

graph of the d3 coefficient summation of Ib. When the DWT algorithm is applied to it. The maximum level of 

sumd3 coefficients reached 572. Since for HIF detection, at least seven consecutive sum_d3 coefficients should 

be above the threshold limit of 800, therefore detection algorithm does not detect HIF in phase B in this 

scenario.  

Similarly, Figure 9(a) illustrates the graph obtained from the phase C current (Ic) samples, whereas 

Figure 9(b) represents the graph of d3 coefficients of Ic, and Figure 9(c) shows the graph of d3 coefficient 

summation of Ic. Likewise, in the case of Ic, both Figures 9(b) and 9(c) indicate frequency disturbance with 

the maximum value of sumd3 coefficients reached below the threshold limit of 800. Therefore, the DWT 

detection algorithm did not detect HIF in phase C because only two coefficients of sum_d3 reached above the 

threshold limit. 
 
 

 
(a) 

 
(b) 

 
(c) 

  

Figure 8. (a) Phase B current (Ib), (b) d3 coefficients of Ib, (c) summation of d3 coefficients of Ib 
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(a) 

 

 
(b) 

 
(c) 

 

Figure 9. (a) Phase C current, Ic (b) d3 coefficients of Ic, (c) summation of d3 coefficients of Ic 
 

 

4.2.   ICA Algorithm: Phase B Fault from 0.4s – 0.405s 

Small noise is created using a Simulink graphical signal generator. This signal was added to the model 

at phase B in terms of current noise from 0.4 sec to 0.405 sec. To evaluate the developed ICA algorithm feature 

extraction or noise separation response, Current samples were taken from three different locations of the 

distribution systems, since the ICA algorithm needs different mixed-signal sources to predict the signal 

components. Afterward, likewise in the case of the DWT algorithm current waveforms of all the three phases 

were sampled at 6000 samples/sec and applied the developed ICA algorithm to separate the signal components. 

Following are the signal components of each phase predicted and separated by the ICA algorithm. 

Figure 10 illustrates phase A noise components predicted by the ICA algorithm. Noise pattern is 

obtained from 0.4 sec to 0.405 sec but it is observed as non-HIF due to its sinusoidal behavior with variable 

or decreasing amplitudes, whereas HIF noise signals must be non-sinusoidal and should resemble input noise. 

Meanwhile, Figure 11 illustrates phase B noise components predicted by the ICA algorithm. Noise pattern is 

obtained from 0.4 sec to 0.405 sec. It is observed as non-sinusoidal, irregular and most importantly it is 

closely resembling with the input noise added to the system. Thus, the developed ICA algorithm successfully 

separated the HIF noise from phase B.  
 
 

 
 

Figure 10. Non-HIF Noise component by ICA algorithm in Phase A 
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Figure 11. HIF Noise component by ICA algorithm in Phase B 

 

 

Finally, Figure 12 illustrates the C-phase noise component predicted by the ICA algorithm. The 

noise mode is obtained from 0.4 seconds to 0.405 seconds, but because its sinusoidal characteristics have 

variable or reduced amplitude, it is observed as non-HIF, so it can also be observed in the case of phase A. 

Sine curve, which should be similar to input noise. 
 
 

 
 

Figure 12. HIF Noise component by ICA algorithm in Phase C 

 

 

5. CONCLUSION 

The main target of this research is to develop DWT and ICA-based algorithms to detect most of the 

important aspects of HIF characteristics in the current samples generated by the described distribution line 

simulation. The proposed DWT-based per cycle moving window detection algorithm can precisely predict 

90% HIF in the phases at different fault scenarios as demonstrated. However, due to the effect of the faulty 

phase, minor frequency disturbance was also observed in the non-fault phases. This difficulty is solved by the 
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algorithm by observing the consistency of frequency disturbance for a certain number of electrical cycles and 

successfully differentiated between faulty and non-faulty phases. Whereas, the ICA algorithm adopted a 

different approach in the detection of HIF by taking current samples of each phase from different locations of 

the distribution line circuit and using the blind source separation technique. Using this technique, 70% of the 

noise signal could be separated from the phase current, and the algorithm successfully distinguishes HIF 

noise from non-sinusoidal and irregular, with variable amplitude sinusoidal waveforms, distinguished from 

non-HIF noise. 
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