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 A common algorithm to solve the single-source shortest path (SSSP) is the 

Dijkstra algorithm. However, the traditional Dijkstra’s is not accurate and 

need more time to perform the path in order it should visit all the nodes in the 

graph. In this paper, the Dijkstra-ant colony algorithm (ACO) with binary 

search tree (BST) has been proposed. Dijkstra and ACO are integrated to 

produce the smart guidance algorithm for the indoor parking system. Dijkstra 

algorithm initials the paths to finding the shortest path while ACO optimizes 

the paths. BST has been used to store the paths that Dijkstra algorithm 

initialled. The proposed algorithm is aimed to control the shortest path as 

well as guide the driver towards the nearest vacant available space near the 

entrance. This solution depending on applying the optimization on an optimal 

path while the traditional ACO is optimizing the random path based on the 

greedy algorithm hence we get the most optimal path. Moreover, the reason 

behind using the BST is to make the generation of the path by Dijkstra’s 

algorithm more accurate and less time performance. The results show a range 

of 8.3% to 26.8% improvement in the proposed path compared to the 

traditional Dijkstra’s algorithm. 
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1. INTRODUCTION  

In recent years, there has been a resurgence of interest in the shortest path problem for usage in 

various transportation engineering applications. In a distributed route guidance system (RGS), an in-vehicle 

computer is commonly used to calculate the optimal route in a large traffic network [1]. Typically, the 

recommended routes must be found within a very short period of time [2]. In real-time, automated vehicle 

dispatching system (AVDS) new routes and schedules must be identified within a reasonable time after a 

customer requests a service. Because the travel times are the basic input to the real-time routing and 

scheduling processes and are dynamic in most urban traffic environments [3].  

There is an implicit requirement to use a minimum path algorithm repeatedly during the 

optimization procedure [4]. Shortest path algorithms are currently used widely. They are the basis of some 

problems such as network flow problems, tree problems, and other related problems. There are many 

algorithms used to find the shortest path such as Dijkstra, A* algorithm, genetic algorithm, Floyd algorithm 

and Ant colony optimization algorithm [5]-[7]. All these algorithms demonstrated its ability to find the 

shortest path in the guidance system. However, some of them are not accurate enough to find the shortest and 

the optimist path. Hence, these algorithms need to be modified or optimized by other optimization algorithms 

[8], [9]. Many of successful studies which solved the shortest path by a professional algorithms such as [5], 

https://creativecommons.org/licenses/by-sa/4.0/
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[10], [11]. These studies have been focused on the Dijkstra’s, and A* algorithm to estimate search time and 

distance of algorithms to find the shortest path. They have presented the difference between both algorithms 

in the practical experiment. The results showed that A* behaves much more like Dijkstra’s, the only 

difference between both algorithms is that A* gives a better path by using a heuristic function while 

Dijkstra's just explore all possible paths. A* accomplished a better performance by using heuristics to guide 

its search and gives the optimal result much faster. Moreover, there are another type of the algorithm can find 

the shortest path such as genetic algorithm (GA) which is search, optimization, and machine learning 

techniques based on the mechanics of Natural Selection and natural genetics [12], [13]. GA is adaptive 

procedures of optimization and search that find solutions to problems by an evolutionary process inspired in 

the mechanisms of natural selection and genetic science. GA is effective at taking large, potentially huge 

search spaces and navigating them, looking for optimal combinations of things, solutions difficult to 

accomplish [14]. A protocol namely energy efficient ant colony optimized data transmission (EACODT) has 

been proposed [15]. A genetic algorithm has been found for the nearest vacant parking bay to the location. 

The proposed method is tested for different scenarios and accurate results are obtained. 

Another work has hybridized the GA with Dijkstra for a mobile robot in a static environment with 

obstacles [16]. The aim of this study is to combine the global search capability of the GA and the local exact 

solution capability of the Dijkstra’s algorithm to obtain a faster solution for the shortest path problem. It is 

found that the proposed method is especially suitable for the large dimensional robot path planning problems 

in future applications. The algorithm is planned to be used in real-time with a laboratory mobile robot. The 

simulation experiment showed that the combination of the two algorithms achieved a possitive result in terms 

of time and iteration number. However, for small size problem, the Dijkstra’s algorithm provides the solution 

in a shorter time [17]. It is noted that when the problem size increases, the Dijkstra’s algorithm requires 

longer time to solve the problem. There is an unlimited application using Dijkstra’s algorithm to find the 

shortest path especially in a single source problem [18], [19]. In other work, the large computation has been 

decreased and the efficiency has been increased by a constrained optimization condition applied to the 

Dijkstra’s algorithm [20]. This system reduces the traditional Dijkstra computation successfully. However, it 

is a high-cost product and a default installation due to the usage of Wi-Fi, Bluetooth, and Zigbee together. On 

the other hand , the optimal path in communication and networks have been calculated by applying Ant colony 

algorithm (ACO) [21], [22]. These systems reduce the complexity of the ACO and the energy consumption 

form the network. Thus, the lifetime of the network has been prolonged successfully. 

In this paper, Dijkstra and ACO algorithms are integrated to produce the shortest path algorithm 

guidance system for the indoor parking system. This proposed solution will give the shortest path in fastest 

time by using binary search tree (BST) and accurate way by using ACO compared with the previous 

solutions. Dijkstra’s algorithm initials the paths to finding the shortest path while ACO optimizes the paths. 

Binary search tree has been used to store the data or information and retrieve it upon request. Next, the 

comparison proposed algorithm with the existing Dijkstra also discussed. The procedure of each algorithm 

will be explained in details. The application of them will be surmised. Then, the proposed solution depending 

on the algorithm hybridizing will be explained and applied on the parking system as a case study. 
 

 

2. RESEARCH METHOD  

This research applied the Dijkstra’s algorithm with ACO by using BST to find the shortest path in a 

parking system as a case study. Figure 1, shows the case study system which consists of the graphical user 

interface which represent the main part of the system that will calculate the shortest path and show the path 

on graphical user interface (GUI) and other hardware peripherals which devided into two circuites. The main 

circuit that includes GUI and RFID components. The proposed algorithm to calculate the shortest path and 

the optimal parking bay is realized by hybridizing Dijkstra and ant colony algorithm. In our meathod, 

dijkstras algorithim is used to calculate the shortest path from the parking bay to the mall entrance, and ACO 

is used to choose the path wich is the nearest path to the entrance and the nearest path to the parking gate at 

the same time. Hence, the optimal path will reduce both the driving and walking distance. Figure 2, shows 

the main steps of the proposed solution flowchart. 

The driver needs to select the entrance from the GUI and specify the car size. Once the required 

ticket is selected by the driver, the BST will be created and start searching in the nodes. The BST is simple in 

the implementation and enables changes on the tree without interrupting the performance of the tree in the 

opposite, the array is fixed and does not provide dynamic data [23], [24]. The first step is to choose a node in 

the middle which is node 50 because we have 99 nodes. All the distances between each node and the 

intentional entrance will be presented. Then the root of the tree is assigned as x and x=y, y will be assigned as 

the parent of the next node. 
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The added node which is i=0 is checked to determine whether its distance to the intentional entrance 

is of a bigger value than the distance from node x to the intentinal entrance or of a smaller value than it. If the 

node i is bigger than x, it will search in the right subtree, if it is smaller, it will search on the left subtree. 

Then it checks if the current x = null or not. If x does not equal to null, that means there is a possibility for 

the node, and it completes the search. If this x is equal to null that means this is the last node and there are no 

possibilities, so y is the parent. Then the BST will check if the node i is smaller or bigger than the parent 

which is node y. If it is smaller than the parent, the node will be inserted to the left subtree. However, if it is 

bigger than the parent, the node will be inserted to the right subtree. Then it will check if i equals to 99 or not. 

If i gets to 99 that means the search is finished. If not, the BST will repeat the process until all nodes are 

inserted in the tree. Finally, BST will assign the information of the car size, the intentional entrance, the 

vacant parking bay, the edges between the nodes and the gate which the driver is using it to enter to the 

parking area. Figure 3, shows the BST procedure flowchart in the program.  

 

 

 
 

Figure 1. The indoor guidance parking system 

 

 

The BST will give the related information to the Dijkstra’s algorithm. This information is the car 

size, the intentional entrance, the vacant parking bay, the edges between the nodes and the gate which the 

driver is using it to enter to the parking area. This will reduce the time for Dijkstra’s algorithm in finding the 

related and nearest nodes. Then the Dijkstra’s algorithm will calculate the shortest path between the gate and 

the intentional bay according to its procedure. Then it finds the shortest path from the specified source which 

is the gate to the destination which is the parking bay. Then it will maintain a matrix in which the previous 

equals unknown. Dijkstra will assign Zero to gate node(u) and infinity to all other nodes. Then it will define 

u which is the smallest distance to the current vertex which is the intentional parking bay. Then it will 

consider u as a visited node and remove it from the Q. Then its neighboring nodes will be calculated as 

distance u + the distance between u and its neighbor v. This procedure will be applied for all the neighbors of 

u, then they will be updated with the new minimum distance value (alt). All the visited and updated nodes 

with the smallest value will not be checked again. This step will pass all the nodes in the layout until arriving 

at the parking bay node. In every time the Dijkstra will compare the neighbor nodes, it will choose the 

shortest path. In this way, it will get into the parking bay in a minimal edge weight. Figure 4, shows the 

flowchart of the algorithm steps in the program. Hence, the ACO has been introduced to optimize this path 

based on its strategy. The flowchart in Figure 5 shows the implemented ant colony algorithm. 
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Figure 2. The steps of the proposed algorithm 

 
 

Figure 3. The BST flowchart 
 

 

  

Figure 4. The dijkstra’s algorithm flowchart Figure 5. The ACO flowchart  
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In nature, the ants start roaming randomly looking for food to bring to their colony. In the system, 

food is represented as a value (0, 1). When the status of the parking is 0, it means there is an unoccupied 

parking bay which indicates food for ant. When the status of the parking is 1, it means parking bays are 

occupied which indicates there is no food. Moreover, those ants deposit the pheromone on the path they used. 

This pheromone evaporates by time if the path has not been used for a while. That means another path is used 

by other ants. It keeps updating the pheromone which helps the other ants to use this path as a food path. 

Those ants are represented as a number in the simulation. Moreover, the pheromone has been represented as 

a value which can be increased and decreased based on ant’s procedure. Once the ant finds a vacant parking 

bay nearby the parking that has been found by Dijkstra’s algorithm, it starts optimizing this path based on its 

procedure.  

In the beginning, the ACO will initialize its parameters which are the nodes and ants’ number (10), 

the initial path is generated by Dijkstra’s algorithm and the pheromone which represented as acounter. Then 

ACO will set the distances of the nods and the matrices. Once all the parameters are ready, the ACO will start 

by the first ant which is K assigned as 1 and locate it on the initial node which is the gate used by the car. 

Then the ant will start from the first node and will define a random number from zero to one. If this random 

number is smaller than the initial path which is q0, the (1) will be applied. 

 

 
  𝑆 = {

arg max 𝑢 ∈ 𝑗𝑘(𝑟){[𝜏(𝑟, 𝑢)]𝛼 . [ɳ(𝑟, 𝑢)]𝛽}                                            𝑖𝑓 (𝑞 ≤ 𝑞0(𝑒𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑜𝑛)

𝑠,                                                                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒(𝑏𝑖𝑎𝑠𝑒𝑑  𝑒𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛)
 

   

 

(1) 

If the random number is bigger than the initial path which is q0, the (2) will be applied. 

 

 

𝑃𝑘(𝑟,𝑠) {

            [𝜏(𝑟, 𝑠)]𝛼 . [ɳ(𝑟, 𝑠)𝛽               

∑ [𝜏(𝑟, 𝑢)]𝛼 .𝑢𝜖𝑗𝑘(𝑟) [ɳ(𝑟, 𝑢)]𝛽

                                                
                           

, 𝑖𝑓 𝑠 ∈ 𝑗𝑘(𝑟)

  0 ,                                                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                     

   

(2) 

Then the ant will deposit pheromone on the edges as in the (3). 

 
τ(r, s) ← (1 − p). τ(r, s) + p. ∆τ0 

 

(3) 

 

where 0 < ρ < 1 is a parameter. The term ∆τij may be defined as the (4). 

 

 ∆𝜏0(1
𝑙𝑚𝑛

⁄ . 𝑛) 

 
(4) 

This step will be repeated until all the ants are initialized. If all the ants are initialized, there will be 10 ants in 

this case. Then ACO will determine the best route of the iteration by depositing additional pheromone on 

each visited edge using the (5). 

  

 𝜏(𝑟, 𝑠) ← (1 − 𝑝). 𝜏(𝑟, 𝑠) + 𝑝. ∆𝜏(𝑟, 𝑠) 

   

(5) 

The pheromone level update is performed at the end of an iteration using the (6). 

 

 

∆𝜏(𝑟, 𝑠) = {

1

𝐿𝑔𝑏

  ,       𝑖𝑓 (𝑟, 𝑠) ∈ 𝑔𝑙𝑜𝑏𝑎𝑙𝑏𝑒𝑠𝑡 𝑡𝑜𝑢𝑟 

0 ,                                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

   

(6) 

where ρ is the pheromone decay parameter (0 < ρ < 1), and L best is either LGB (the length of the globally 

best tour since the start of algorithm execution) or Lib (the length of the best tour found during the current 

iteration of the algorithm) [25]. Then the optimal path will be determined and showed to the user.  

The optimized path by ant is created and sent to the driver as a printed path to ease the way for the 

driver. The parking bay will be reserved for three minutes. After three minutes if the driver has not followed 

the reserved parking, the booking will be cancelled. This procedure repeats the same steps for all gates and 

entrances. Finally, the path is created, and the driver is ready to move to the desired parking. The simulation 

has been implemented to provide an optimal path which helps people to save time, fuel consumption and 

solve the traffic jam problem especially at shopping malls. Moreover, the cases and scenarios have been 

examined and explained in the next section to illustrate the benefits of the proposed system. 
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3. RESULTS AND DISCUSSION  

The comparison between the proposed solution and the traditional Dijkstra’s algorithm is 

implemented depending on the path length which is generated in the program. Different cases are generated 

randomly to confirm the proposed solution effectiveness. In some cases, the generated path is the same 

because it is already the optimal path. However, in some cases, when the path generated by traditional 

Dijkstra is not the optimal and there is another path is shorter, the optimization chooses the shorter one 

considering both driving and walking distance. 

In this layout, the weight edges are calculated by the distance formula between two points with 

coordinates (x1, y1) and (x2, y2) which is d=√ ((x2-x1)2 +(y2-y1)2). For example, the node number 0 has two 

edges; the first edge is between 0 and 1, and the second edge is between 0 and 39. The Table 1 shows the 

nodes ID and their coordinates and Table 2 shows the edges weights. All the vertices and the weights of the 

edges between them are calculated in the same way. 
 

 

Table 1. The nodes’ locations in the layout Table 2. The edges weight 
 

Node ID X Y 

0 80 70 

1 80 100 

39 100 70 

 

Edge  Edges wieght 

(0,1) 30 

(0,39) 20 

 

  

The case 1 was applied on gate 1 with intentional entrance 1 and standard car. The traditional 

Dijkstra’s algorithm chose the parking bay b47 as shown in Figure 6. On the other hand, the proposed 

solution chose the parking bay number b45 as shown in Figure 7. The walking distance was the same in both 

cases. However, the driving distance in the proposed solution was shorter by 6 meters. Thus, the path length 

is optimized by 26.08%. For case 2, the algorithm was applied on gate 1 with intentional entrance 3 and 

standard car. The traditional Dijkstra’s algorithm chose the parking bay b25 as seen in Figure 8 and the 

proposed solution chose the parking bay number b56 as seen in Figure 9. The length of walking distance also 

the same in both cases. While the driving of the traditional Dijkstra was 63 meters, it was 52 meters in the 

proposed solution. Thus, the path length by the proposed solution is optimized by 17.46%. The case 3 was 

applied on gate 2 with intentional entrance 3 and a small car. The traditional Dijkstra’s algorithm chose the 

parking bay S35 as illustrated in Figure 10 and the proposed chose the parking bay number S36 as illustrated 

in Figure 11. The walking distance was the same in both cases. While the driving distance in traditional 

Dijkstra was 36 meters, it was 33 meters in the proposed solution. Thus, the path length by the proposed 

solution is optimized by 8.3%.  

Other scenario which is the case 4, the algorithm was applied on gate 2 with intentional entrance 2 

and standard car. The traditional Dijkstra’s algorithm chose the parking bay b51 as demonstrated in Figure 

12. On the other hand, the proposed technique chose the parking bay number b52 as demonstrated in Figure 

13. The walking distance was the same in both cases. While the driving distance in traditional Dijkstra was 

37 meters, it was 34 meters in the proposed solution. Thus, the path length by the proposed solution is 

optimized by 8.10%. Last scenario, the case shows when the path generated by traditional Dijkstra is the best 

and no other better choices, so the optimization will confirm that this is the optimal path and choose it. For 

example, in Figure 14, the traditional Dijkstra chose the bay b47 with a path length of 46 meter and a 

distance to the entrance of 22 meter. Moreover, the proposed solution chose the same parking bay, because if 

it chose the b49 or b45 which are the nearest vacant bays, the path length will be shorter but the distance to 

the entrance will be longer. Thus, the proposed solution chose the same path which is already the optimal bay 

among all the nearest and available bays as shown in Figure 15. 
 

 

  
 

Figure 6. Dijkstra’s algorithm for case 1 Figure 7. The proposed algorithm for case 1 
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Figure 8. Dijkstra’s algorithm for case 2 
 

 

 

Figure 9. The proposed algorithm for case 2 

  
  

Figure 10. Dijkstra’s algorithm for case 3 Figure 11. The proposed algorithm for case 3 
 

 

  
  

Figure 12. Dijkstra’s algorithm for case 4 Figure 13. The proposed algorithm for case 4 
  

 

  

Figure 14. Dijkstra’s algorithm for case 5 Figure 15. The proposed algorithm for case 5 
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In order to show the overall differences of all the cases, the average values for the Dijkstra’s and the 

proposed paths have been computed as seen in Table 3. Form the Table 1, the overall cases for the traditional 

Dijkstra’s algorithm and the proposed solution. In this table, Dijkstra’s algorithm is used to calculate the 

shortest path between the source (gate) and the destination (parking bay). In some cases, this path will be the 

optimal path, but in other cases, there is another vacant parking bay has path shorter than the bay which 

Dijkstra’s algorithm has chosen. Thus, the ACO tried to find another parking with shorter path. If the 

pheromone has been highlighted in that path, it will be chosen as the optimal path which is initialized by 

Dijkstra’s algorithm which will be cancelled. 
 

 

Table 3. The performance of proposed solution (Dijkstra-ant colony algorithm) compare to  

Dijkstra's algorithm 

Scenario 
Dijkstra's Algorithm Dijkstra-Ant Colony Algorithm 

Path Length(m) Walking Distance(m) Path Length(m) Walking Distance(m) 

Case 1 23 22 22 17 

Case 2 63 22 22 52 

Case 3 36 8 8 33 
Case 4 37 22 22 34 

Case 5 46 22 22 46 

AVERAGE 41 19.2 19.2 36.4 

 

 

4. CONCLUSION  

The binary search tree prepared the inquired data to the Dijkstra’s algorithm. Dijkstra’s algorithm 

has initialized the path to the ant colony optimization. The ant colony optimization optimized the path and 

has reselected the parking according to the distance from the gate to the parking bay and the distance from 

the parking bay to the intentional entrance. The system has been applied to the proposed layout which 

provided more parking bays by the car size classification.  

The system graphical user interface has been tested and simulated successfully by Java. The GUI 

has been implemented to allow the user interaction entering the parameters and to achieve its intentional 

objective properly. The scenarios of the program have been discussed in details. Different cases have been 

compared between the traditional Dijkstra and the proposed solution. The average value of the generated 

paths is calculated and compared. The proposed algorithm has achieved positive outcomes in comparison to 

the traditional Dijkstra’s algorithm with regards to the shortest path. The results show a range of 8.3% to 

26.8% improvement in the proposed path compared to the traditional Dijkstra’s algorithm. The findings also 

indicate that the proposed algorithm for shortest path algorithm for guidance system based on Dijkstra-Ant 

Colony Algorithm in the indoor parking system will help in reducing the time wasted in searching for a 

parking bay and will increase the efficiency of the parking system in shopping malls. For the future work, the 

Smart Indoor Guidance Parking System should have application on the smartphone which provides online 

parking reservation, so the driver could make a reservation for the parking. 
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