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 In this paper, we have developed several concepts such as the tree concept, 

the short cycle concept and the group shuffling concept of a propagation 

cycle to decrypt low-density parity-check (LDPC) codes. Thus, we proposed 

an algorithm based on group shuffling propagation where the probability of 

occurrence takes exponential form exponential factor appearance probability 

belief propagation-group shuffled belief propagation (EFAP-GSBP). This 

algorithm is used for wireless communication applications by providing 

improved decryption performance with low latency. To demonstrate the 

effectiveness of our suggested technique EFAP-GSBP, we ran numerous 

simulations that demonstrated that our algorithm is superior to the traditional 

BP/GSBP algorithm for decrypting LPDC codes in both regular and non-

regular forms. 
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1. INTRODUCTION 

In the literature, authors have often used the concept of belief propagation (BP) and the concept of 

sum and product (SPA) method to control the parity of low-density parity-check codes (LDPC) with good 

performance. But the concept of sum and product (SPA) decoder has several limitations such as fast 

divergence and the great difficulty to implement this code. In the literature some authors have proposed 

solutions to solve these problems. Thus, the authors of the paper [1] have proposed a method based on serial 

BP decoding. Their algorithm focuses on the variable nodes of the bipartite graph by dividing them into 

several groups. In the paper [2] the authors focused on the control nodes (CN) of the bipartite graph by 

dividing them into several groups. 

Other authors [3]-[6] have used the concept of serial and parallel decoding through sequential 

groups of messages to achieve reliable decryption of extrinsic messages within an iteration. Moreover, the 

authors of the article [7], [8] have shown that the decryption method based on the horizontal group shuffling 

principle (HGSBP) is the easiest algorithm to implement. Thus we will also use this algorithm as a 

development of our proposed decoding method. Indeed, we will associate each control node to a group. In 

this case, each decryption operation will consist of more sub-operations. These sub-operations will initialize 

the log-likelihood measures generated at the virtual node (VN) variable nodes that are linked to the CNs of 

the same group in parallel in each group. 

Moreover, in this proposed form, the messages will flow within the two-part sub graph consisting of the 

group's CNs and all the VNs that are connected to its CNs. Thus, considering the CNs and VNs as belonging to the 
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same set unlike conventional group shuffling (GS) scheduling [9]-[18] has improved the efficiency of our proposed 

algorithm. Then we have considered the short length of the cycle to parameterize again a part of the factorized 

graph. This allowed us to propose a new algorithm noted weight factor group shuffled belief propagation 

(WFGSBP) based on the previous idea and a cycle counting algorithm developed in our laboratory. This proposed 

algorithm allows us to decipher LPDC codes in their regular and non-regular form more efficiently. 

In summary, we presented in this work a knowledge-assisted binary phase shift keyin (GSBP) 

algorithm [19] that uses a simple criterion to select the weighting factors (WFs). In addition, the suggested 

technique works on both symmetric and asymmetric graphs. We compare the proposed method to the 

standard BP and GSBP algorithms in terms of convergent behavior and decoding performance in a study of 

the most recent reweighted GSBP algorithm [20]-[27]. The rest of the paper is organized is being as: in 

section 2 we present the basic principles of the GSBP decoding concept. Our proposed algorithm is presented 

in section 3 while the evaluations of its performance are presented in section 4. 

 

 

2. GROUP SHUFFLED BELIEF PROPAGATION DECODING 

As we explained in the previous paragraph, the GSBP algorithm uses a mixture of parallel and 

sequential coding at the same time which improves its convergence [28], [29] unlike the classical BP 

algorithm which uses only parallel coding at each iteration where all the variable nodes perform the message 

passing in parallel. Assume we have an LDPC code of codeword lenght N, there will be N variable nodes v1, 

v2, …, vN), eah Gk is defined as: 

 

𝐺𝑘 =  {𝑣𝑛: 𝑛 Є {1, 2 …  𝑁} 𝑎𝑛𝑑 𝑘 =  [
𝑛

𝑁𝑔
]} (1) 

 

2.1.  System model and decoding schedule 

Assume a codeword 𝐶 = (𝑐1, 𝑐2, … , 𝑐𝑁) is binary phase shift keyin-modulated (BPSK) and 

transmitted over and additive white Gaussien noise (AWGN) channel with noise variance σ². If we note by 

Y=(y1,y2,…,yN) the vector received by the channel and Ln the log-likelihood ratio (LLR) relative to the 

variable node n given by: 

 

𝐿𝑛 =
2

𝜎²
∗ 𝑦𝑁 (2) 

 

Let Gg be the gth CN group, 1 < 𝑔 < 𝐺 and U be a set of CNs, iteration counter is I, and maximum 

number of iterations is Imax. The GSBP algorithm may therefore be described is being as shown in Figure 1. 
 

 

 
 

Figure 1. GSBP decoding clustering 
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The previous algorithm shows that three factors influence the random variables that are the 

messages from Ln to m and Lm to n. These factors are the codes received from the channel, their structures 

and the algorithm used for decoding. We have thus adopted approaches already published in the literature 

using Gaussian random variables where the code C= (0, 0, ...,0) is modulated through the BPSK norm by the 

vector X= (1, 1, ...,1). We presented in Figure 2 the block diagram of our algorithm where we used a 

horizontal processing according to the GSBP concept. Moreover, we considered two types of (CN) nodes 

according to whether they are updated or not. 

Then we use a new division of the non-empty intersections to analyze their influence on the 

convergence of the proposed algorithm. Thus, for each sub iteration of each iteration we divide it into four 

classes. If g indicates the number of the sub iteration, class a) will be constituted by the nodes of type (CN) 

updated at the hth sub iteration such that h is greater than g. Class b) is constituted by the nodes of the (g-1) 

the group. Class c) contains nodes of type (CN) that are not in class b), whereas class d) contains nodes of 

type (CN) that are not in either class a) or class b). 

We have presented on Figure 3 the state of the four classes after three sub-iterations for an overlap 

ratio r<0.5. We have also presented on Figure 4 the composition of the four classes for an overlapping ratio r 

between 0.5 and 1. Let us consider the l-th iteration of our proposed algorithm and compute the average 

values of the updated variables. For this, letµcg, X(l) be the mean of the message sent by a Class-x CN, that 

is, µ𝑐𝑔, 𝑋(𝑙)  =  𝐸{𝐿𝑔, 𝑚(→ 𝑙)𝑛}, where m is a member of the class CNs, n is a VN that links to m in the gth 

subiteration of the lth iteration. We begin with the VN update equation. Suppose the VN of degree-i, n is 

connected to p CNs of class d, q CNs of class b and i-p-q CNs of class a. For the g-th subiteration of the l-th 

iteration, we have, for g = 1. 

 

 

 
 

Figure 2. After two sub-iterations, an example of GSBP 

 

 

 
 

Figure 3. When R < 0.5, an example of NDGSBP after three sub-iterations 

 

 

 
 

Figure 4. An application for NDGSBP following three sub-iterations when 0.5 ≤ R ≤ 1 
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3. PROPOSED WFGSBP ALGORITHM 

The suggested WFGSBP method is described in this part, which determines the reweighting 

parameters based on simple criteria. Because the technique does not need a symmetrical factor graph, it may 

be used to generate LDPC codes with both regular and irregular designs. We'll go through the cycle counting 

method briefly before moving on to our message forwarding rules and the WFGSBP decoding algorithm 

flow. The GSBP method, while improves decoding results convergence, nonetheless has a lot of flaws, 

particularly in terms of implementation. We present the WFGSBP method for regular and irregular LDPC 

codes suggested for the GSBP to minimize complexity as shown in Figure 5. 

 
 

 
 

Figure 5. Weighted factor shuffled grouped belief propagation algorithm 

 

 

4. SIMULATION AND RESULTS 

We have chosen the three codes C1, C2, and C3. 

C1: LDPC code of codeword size N = 1296 and code ratio 1/2 for the IEEE 802.11 standard [30], [31]. 

C2: LDPC code of N = 1056 and code ratio 1/2 for the IEEE 802.16 standard [10]. 

C3: An independent replicate accumulate (IRA) code of N = 1024 and code ratio 1/2, where the distribution 

polynomials λ(x) and ρ(x) for the variant versus control links, respectively, are defined as: 

 

𝜆(𝑥)  =  0.3330𝑥 +  0.3851𝑥 2 +  0.0002𝑥 3 + 0.1392𝑥 6 +  0.1425𝑥 7 (3) 

 

𝜌 (𝑥) =  0.9849𝑥 5 +  0.0151𝑥 6 (4) 

 

Johnson and Weller in [32], Tatsukawa et al. [33], the IRA code is presented and proven to be 

appropriate for the AWGN channel. We create such an IRA code at random using an approach described  

in [33], which does not use any technique to increase local girths. It's because we want to investigate if the 

suggested grouping's performance is influenced by Tanner graph topologies. 

We run the simulations on an AWGN canal after BPSK modulating from 1 dB to 5 dB at 0.5 dB 

intervals until the number of bit errors in the evaluated code words reaches 105 or the number of trials 

reaches 107(𝐼𝑚𝑎𝑥 = 5). We simulate the WFGSBP decoding for r 4,8 and 16, along with the BP run 

(grouping r=1). The average number of iterations is shown in Figures 6-8. At virtually all observation 

locations, the mean value for the original GSBP decoding is higher or equal to that for WFGSBP decoding. 

In conclusion, even if the maximum number of iterations is modest, the suggested method can 

enhance the performance of the GSBP decoding. When signal-to-noise ratio (SNR) reaches 4.5 [dB], the 

impact is very noticeable (when the canal noise has a deep impact). 
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Figure 6. BER performance comparison of LDPC codes using the decoding algorithm: WGSBP, GSBP, and 

BP for C1 

 

 

 
 

Figure 7. BER performance comparison of LDPC codes using the decoding algorithm: WGSBP, GSBP, and 

BP for C2 

 

 

 
 

Figure 8. BER performance comparison of LDPC codes using the decoding algorithm: WGSBP, GSBP, and 

BP for C3 

 

 

5. CONCLUSION 

For the GSBP decoding method, we suggested a grouping based on the weighted parameter strategy 

in this article. We also found that the suggested approach may improve error correction performance and 

speed of convergence. Indeed, simulation findings demonstrate that the proposed WFGSBP decoding 

algorithm may deliver good results while needing fewer decoding rounds than the GSBP method. 
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