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Abstract 
In this paper, we have proposed a network invulnerability assessment technique based on the 

entropy of node importance (ENI) determined by the node betweenness combined with node degree, 
which can measure the network invulnerability dynamically. Simulation results show that the ENI network 
entropy can accurately change its values as the network nodes removed deliberately or randomly from the 
network, and ENI can estimate the network invulnerability accurately, as well as can reflect the damage 
degree of the network according to network entropy. 
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1. Introduction 
The research on network invulnerability aims to discover the weakness and security risk 

of the network and to estimate the network ability to resist the attacks, and to improve network 
invulnerability at last. In order to do this, we have to quantize the network invulnerability, that is, 
to set up a measure for it. Most of the traditional network invulnerability assessment algorithms 
were based on the connectivity of a graph, which are complex and inefficient. 

 The Internet develops fast, with the feature that node degree distribution followed the 

Power-Law distribution [1-2], which is  KCKP *)( . Networks followed power-law 

distribution are scale-free networks, in which most of the nodes own few connections while a 
few number of the nodes take account to most of the connections. The uneven distribution of 
the node degree result to the fact that network are fragile to deliberate attacks. In fact, the scale-
free feature is a characteristic of homogeneous, which can reflect network invulnerability in 
some degree. Recently, entropy [3] has received increasing interest in complex system theory 
as a physical quantity to describe complex system structure, it has been an important 
researching tool for complex system. Ferrer reobtained optimal network [4] with the method of 
network optimization. They calculated the entropy value of network degree, and then they found 
that different kinds of networks had obvious different entropy value. In [5], it proposed the 
method to study the scale-free of complex network with the concept of network structure 
entropy. 

 This paper proposed a network invulnerability assessment technology called ENI 
(Entropy of Node Importance), the contributions of this paper are: 

 (1) We defined node importance Bi which combines node degree and node 
betweenness to compute the network entropy. The network entropy based on node importance 
Bi can show the network homogeneity change accurately when the network nodes were 
removed deliberately or randomly than that of the entropy based on node degree importance Ii  
[3].   

  (2) The simulation results showed that ENI can estimate the network invulnerability 
accurately, and can also reflect the damage degree of the network according to network 
entropy. 

The rest of the paper is organized as follows: in section 2, we review the related work; 
in section 3, we propose our methodology of ENI; section 4 analysis the performance of ENI in 
both small and large scale networks; and at last; section 5 conclude this paper. 
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2. Related Work 
The invulnerability of a network is defined as the largest removal ratio of node or edge 

in the network under some constraints of network connectivity. Albert [6] pointed out that “robust 
yet fragile” is a basic characteristic of complex network, and scale-free network has stronger 
fault tolerance than stochastic network, but worse anti-attack ability to vertex degree: the 
network will be paralyzed if only 5% of the nodes were removed. Cohen et, al. [7, 8] transformed 
the network invulnerability into seepage problem, they studied this problem analytically using 
the percolation theory, and they proposed a criterion to calculate critical collapse probability fc, 
and drew a conclusion that the critical removal ratio of network collapse fc = 1−1/(k0 −1) . Wang 
[9] studied the problem about entropy optimization. They found that if the network is more 
inhomogeneous, it will have stronger invulnerability. So, the problem about invulnerability 
optimization to random failure is transformed into the problem about degree distribution entropy 
optimization. They studied the invulnerability to random failure using the model of entropy 
optimization, and then they found the change law of scale-free network invulnerability with 
specified minimum degree. When the network scale N is enhanced, it will be stronger. When the 
scaling exponent K is enhanced, it will be decreased, and if the network average degree <k> is 
enhanced, it will be stronger. Hou [10] proposed four measures of invulnerability based on 
network connectivity, but it should take account of more network topology characteristic factors. 
He [11] improved Albert algorithm during the calculations of the network connectivity after 
various destructions and the probability of each type of damage occurring in the real world, and 
the network invulnerability can be measured, but it is difficult to obtain the probability when the 
network suffers from various attacks and to access this parameter more conveniently and more 
accurately. Meng [12] presented a mathematically tractable model of node motion to derive a 
precise relation between mobility and connection stability, and they improved the first order 
energy consumption model with dynamic clustering firstly and built a incidence matrix to depict 
the connectivity of the network nodes in a dynamic network model, and simulated the network 
invulnerability related to time. Yang [13] analyzed the current measure methods of complex 
network invulnerability and the invulnerability of instant messaging network topology by analytic 
hierarchy process, and presented the main influencing factors of instant messaging network 
topology.  

Wu [14] analyzed the inhomogeneity of scale-free network topology structure with 
network structure entropy. By introducing degree-rank function, it analytically put forward the 
scale-free network structure entropy. Research shows that the scale-free network structure 
entropy will take minimum value when scaling exponent equal to about 1.7 with specified 
network scale minimum degree. When scaling exponent is over 1.7, the scale-free network 
structure entropy will monotonically increasing with the scaling exponent. Wu also proposed two 
new measurements [3] of complex network invulnerability; they are fault-tolerability and anti-
attack degree. They are comprehensive exponents without taking the dispersion of degree 
value into account. But Wu can't break the framework of Albert, in other words, they only 
studied the invulnerability with different attack pattern to different degree distribution network. 
Wu proposed the network entropy [3, 14] to measure the scale-free feature of the network, it 
pointed out that the entropy is a measure of the system ‘ordered’, and if the links are built 
randomly, with almost equal importance of the nodes, then the network is “disordered”; on the 
other hand, if it is a scale-free network, with a few high degree key nodes and a lot of low 
degree hub-nodes, that is to say ,the node degrees are greatly different, then the network is 
“ordered”. Network entropy is in this way to measure this kind of “order”. 

In [3], the network entropy was defined as: 
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Where N is the network size, ki is the degree of node i, and i means the percentage of 
degree i taken account to the total degree of the nodes in the network., with the supposition that 
Ki >0. 

The network entropy in [3] can depict the network scale-free feature properly in some 
degree, but in actual network, degree is not the only measurement of the node importance. In 
this paper we proposed a new network entropy based on node importance Bi, which will be 
introduce in section 3.  

 
 

3. Network Entropy based on ENI 
3.1. Network Entropy based on Node Degree Importance 

In [3], though node degree can determine the importance of a node in some extent, the 
importance of two nodes with same degree may be considerably different. For example, in 
Figure 1, node 5 and node 6 each has the same degree of 4, but when removed from the 
network separately, the influence to the network is greatly different: the removal of node 5 will 
result to nodes 1, 2, 3 and 4 be apart from the network, while the removal of node 6 will make 
the network be divided into 4 separate parts in consequence. The reason is that transmission in 
the network are  basically along the shortest path, and the more number of the shortest paths 
through a node, the more important of the node in the network.  

Concerned to the fact that the transmission in a network along shortest path tree, in 
order to depict the node importance, [15] proposed node betweenness, which is defined as (3).  
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Where njk is the number of the shortest paths between node j and k, and njk(i) is the 

number of the shortest paths between node j and k that through node i. The node betweenness 
is the ratio of the shortest paths through node i and the total number of the shortest paths which 
shows the importance of a node in the network. The node betweenness is more efficient than 
node degree to estimate the importance of a node. 

 
 

 
 

Figure 1.  Network Topology 
 
 

But the betweenness proposed in [15] only make sense in a connected network, the 
node betweenness will be incomputable when the shortest paths decreased as the increment of 
the connected components because of the network is unconnected. Extremely, when the 
network is divided into N isolated nodes, it is difficult to compute the node betweenness using 
Equation 3. In this paper, we define node importance in (4).  
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In our definition, the importance of node i is a ratio between the number of shortest 

paths through node i added (di+1) and 2/))1(( NN . Where (di+1) is the degree of node i 
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(include the link to itself), and njk(i) is the shortest paths through node i. 2/))1(( NN  is the 

number of the shortest paths in a completely connected network. In this way, we can estimate 
the node importance as the network topology changed by the removal of some nodes or edges.  

By our means, if a node is isolated, the node importance is  ))1(/(2 NN , and the node 

importance computability is assured, and if a node importance is equal to ))1(/(2 NN , then the 

node is an isolated node, which can be judged easily. 
The importance in our method combines node betweenness and node degree to 

determine node importance. In this way, we can find out the isolated node in the network easily, 
and the network heterogeneous will be showed clearly. 

 
3.2. Network Entropy in ENI Technology 

In our ENI technology, we will first compute the node importance Bi according to 
Equation 4, and then the network entropy is shown as (5). 
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By analysing the network entropy, the even network, with all of node linked to all the 

other nodes in the network, in which all the nodes have the same shortest path number of N, 
then Bi=2/(N+1), and  
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The network entropy is largest. While the star network is the most heterogeneous, for 

the sake of simplicity, we assume all the other nodes linked to the first node, then: 
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The entropy of the star network is: 
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4. Simulation Analysis 
In this section, first we will illustrate how our technology works through the analysis of 

how the network entropy is changed compared to the entropy in [3] as the node was removed 
both randomly and deliberately in small network, and then we will analysis the performance of 
ENI in large scale network.  

 
4.1. Entropy in Small Scale Network 

The topology of small scale network is as shown in Figure 2. 
 

 
 

Figure 2. The Topology of Small Scale Network 
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According to Figure 2 the correspondent Ki, Bi, Ii are computed, as shown in Table 1 
Consequently, the initial entropy based on node degree importance (E11) and in ENI (E12)  are: 
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4.1.1. Analysis of Network Entropy under Random Node Removal  

We randomly chose node 6 to be removed, and the topology will be as shown in Figure 
3. 

Table 1. Different Values of Node in Small Scale Network 

i 1 2 3 4 8 9 10 11 13 14 15 16 5 7 12 6 

Ki 1 5 3 
Bi 2/17 15/34 91/136 
Ii 1/30 1/6 0.1 

 
 

 
 

Figure 3. Network Topology after Node 6 is Removed 
 
 

The correspondent entropies of the network are: 
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Compared E12 to E11, the network entropy is changed weakly after the removal of node 

6 from network, in which the variance ratio is only 0.08%, while the variance ratio in ENI is up to 
73.8%. In fact, the removal in the actually network will result to the network be divided into four 
connected components, and the communication capability will be decreased significantly. From 
the above analysis, the network entropy based on degree importance is less sensitive to 
network topology changed than that of the ENI.  

 
4.1.2. Analysis of Network Entropy under Deliberate Node Removal  

Under the deliberate attack, we first chose the node with highest degree to remove. In 
Figure 2 node 5, 7, 12 each has the same highest degree of 5, and each of the node is 
equivalent to network topology. The network topology will be Figure 4 after we removed node 5. 
In this condition, the network entropies correspondent to node degree importance and ENI 
respectively are:  
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Figure 4. Network Topology after Node 5 is Removed 
 
 

Compared E13 to E23, both entropies based on degree importance and ENI are reduced 
after the removal of node 5, while the descender in ENI is 39.7%, larger than the descender 
based on node degree importance entropy which is 14.7%. Compared the removal of node 5 to 
node 6, the network communication capability based on the node 6 removal is obviously 
decreased significantly than that of the removal based on node 5, as well as the network 
homogeneity. As a result, the network entropy descender should be larger in the network 
entropy based on the removal of node 6 than that of node 5, and ENI is consistent to this case, 
while the entropy based on node importance is inconsistent to the removal of node 6 compared 
to node 5.   

In a word, ENI is more accurate to evaluate network homogeneity and can dynamically 
reflect the network damage degree.  

 
4.2. Simulation Results in Large Scale Network 

In this section, we will find out how the two types of network entropies will be affected 
under both deliberate and random node removal in large scale network. The simulation 
environment is Matlab 6.5, our scale free network topology, i.e., graph with an algebraic 

distribution of degree kkp ~)(  , with 3  [1], is generated artificially according to the BA 

model [2]. In both cases we have constructed networks with N=500, and M=1494. We will 
observe the entropy to explore how the network will be influenced as a function of p, which is 
the percentage of removed nodes in the network. 

Figure 5 shows the results of network entropies and the network entropy variations as a 
function of p respectively. Figure 5(a) shows different network entropies as a function of p under 
deliberate removal of the nodes, and both of the entropies are decreased as p is increased, 
while the entropy based on node degree importance is changed in a small range from 2.3038 to 
2.5332, and the entropy in ENI is altered in the range from 1.4894 to 3.0224. Figure 5(b) shows 
in deliberate removal, the entropy variance ratios increased as p is increased, from which, we 
can also find out that the network entropies of ENI changed evidently greater than that of node 
degree importance.  

Figure 5(c) shows different network entropies as a function of p under random removal 
of the nodes, in one hand, the curve of the entropy of ENI fluttered, which showed the fact that 
the network entropy of ENI is changed randomly, while the entropy of node degree importance 
is decreased almost slightly; on the other hand, as the nodes were randomly removed from the 
network, both of the entropies are decreased as p is increased, while the entropy based on 
node degree importance is changed in a small range from 2.2254 to 2.5637, and the entropy in 
ENI is altered in the range from 1.221 to 3.2222. Figure 5(d) shows in random removal, the 
entropies variance ratio as p is increased. In Figure 5(d), network entropy of ENI is changed 
randomly, which is a great evident of the network topologies changed randomly as the nodes 
were removed randomly from the network. From the curve of the network entropy of node 
degree importance variance ratio in Figure 5(d), we can hardly draw the conclusion as that of 
ENI. 
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(a) 

 
(b) 

 

 
(c) 

 
(d) 

Figure 5. The Variance of Network Entropies in Large Scale Network 
 
 

From the simulation in both small and large scale network, we can draw the conclusion 
that the entropy in ENI is more dynamical and is consistent to the change of network 
homogeneity, which can exhibit the network invulnerability efficiently.  
 
 
5. Conclusion  

Recently, great efforts were devoted into the research of network invulnerability 
assessment, and most of them are based on the network connectivity, with high computation 
complexity. Most of the actual complex network are followed the scale-free characteristic with 
power-law node degree distribution, which is a performance of the network heterogeneity. The 
heterogeneity is that most of the nodes have a few of connections, but a few of the nodes own a 
great number of connections. The more heterogeneous of a network, the more invulnerable it is. 
The heterogeneity of the network can be represented by network entropy. In this paper, we 
proposed a network entropy named ENI to assessment network invulnerability, which combined 
node degree and node betweenness to determine the node importance. The simulation in both 
small and large scale networks showed the results that our ENI is efficient to estimate network 
heterogeneity and is dynamically consistent with it when the network topologies are changed. 
Obviously, the ENI is efficient to assessment the network invulnerability. In the future, we will 
implement our ENI technology to estimate network invulnerability, and propose effective 
protective measures. 
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