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 The study carried out identifies the metricss of the predictive model obtained 

through the support vector machine (VSM) algorithm, which will be applied 
in the satisfaction of the acquisition of professional skills of the students of 

the professional engineering career. As part of the development, the 

statistical classification tool is used, during the development of the research, 

it was identified that the predictive model presents as general metrics an 
accuracy of 82.1%, a precision of 70.72%, a sensitivity of 91.06% and a 

specificity of 87.60%. Through this model, it contributes significantly to 

decision-making in relation to improving satisfaction related to the 

acquisition of professional skills in engineering students, since decision-
making by university authorities will have a scientific basis, to take early 

and timely actions in relation to the predictive elements. 
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1. INTRODUCTION 

University institutions, like any organization that seeks to improve its service, must make decisions 

that respond to improving the quality of university service and where the main element is the student and 

their satisfaction [1]-[3]. Currently, the development of information technology makes it possible to store and 

manage data on a large scale, which, together with artificial intelligence and machine learning, allows us to 

obtain useful knowledge that is fully applicable to university environments [4], [5]. In particular, artificial 

intelligence and data mining applied to university educational processes take on importance due to the 

predictive analysis and behavior patterns that characterize or particularize the development and achievement 

of the acquisition of competencies and abilities of the subjects and study programs that they develop [6], [7]. 

It is evident that there is a need for the use of computer technology applications, strictly linked to data mining 

and artificial intelligence, in order to extract knowledge of the behavior of the university student with the 

purpose of obtaining predictive models that help to take decisions to university officials in order to improve 

student performance [8]-[10]. In turn in [11], [12] the author points out that the ability to predict the 

performance indicators of the university student today is crucial, because it seeks to detect and prevent 

negative changes in their behavior, avoid poor performance and the non-acquisition of competences of their 

subjects. 

https://creativecommons.org/licenses/by-sa/4.0/
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University institutions play a decisive role within society, since they seek to educate people who 

manage to acquire skills, which will be used in their professional development, it is therefore very important 

to link the role of the university with knowledge management supported by artificial intelligence [13]-[15]. In 

this context of handling a large amount of data or what we know as data mining, an aspect to be highlighted 

is the generation of grouping or classification models of objects or entities based on the same characteristic or 

behavior, which will then be used for the decision making [16]-[18]. In [19]-[23] it is indicated that among 

the different algorithms used to perform predictive classification models we have the models generated 

through the vector support machine (VSM) algorithm. Also in [24], [25], they point out that VSM is a 

machine learning algorithm, very useful for classifying data of a linear and non-linear nature, as well as 

allowing the construction of a predictive model based on decision limits, called hyperplanes. 

The author points out that professional competencies are characterized by being a set of knowledge, 

procedures and attitudes, all of them linked, integrated and coordinated that allow the student to develop 

optimally at a professional level [26]-[28]. Also in [29]-[31], the author specifies that one of the primary 

objectives of any university institution is to enable the transfer of learning in such a way as to guarantee the 

acquisition of professional skills to the student. In [32], [33], it is indicated that predictive models are built 

through relevant historical data on the behavior of university students, which will be called predictive 

elements, supported by tools called learning machines or neural networks. In this regard, in [34], the author 

affirms that it is important to identify and know the descriptive aspects that allow determining the perception 

of university student satisfaction in its different dimensions, even more, in those that are linked to the 

acquisition of professional skills. In this sense, the study will identify the metrics (accuracy, precision, 

sensitivity and specificity) obtained through the support vector machine (VSM) algorithm, which will be 

applied in the satisfaction of the acquisition of professional skills of the students of the Professional 

Engineering Career, in order to be able to be used by the university managers to improve the taking of 

decisions. 

 

 

2. RESEARCH METHOD 

2.1.  Investigation methodology 

The study focuses on the identification of a problem, which is how to improve the perception related 

to the acquisition of professional skills of engineering students; as part of the development, the statistical 

classification tool is used, in order to be used by university managers to improve decision making. Likewise, 

the performance metrics of the algorithm will be analyzed. For the development of the research, the 

perception of 761 students of the 7th-10th cycle was obtained; this delimitation is part of the university 

regulations. The data was collected through a virtual survey which the student accessed through the virtual 

platform, likewise, data are qualitative ordinal scale; the responses were converted to a Likert scale (1: 

dissatisfied, 2: somewhat satisfied, 3: satisfied, and 4: very satisfied). Table 1 shows the indicators 

considered as predictive elements. Alpha coefficientwas used through SPSS V25 to determine the 

consistency of the data, whose reliability results if the indicator is suppressed is shown in Table 1. 
 

 

Tabla 1. Indicators unders study 
Coding Indicators Cronbach's alpha 

I1 Teamwork competence 0.960 
I2 Competence in problem solving and specialty data 0.958 
I3 Competence to act with autonomy and initiative 0.957 
I4 Competence to confront own ideas with others 0.958 

I5 Competence in public speaking with appropriate language 0.959 

I6 Competence to have a positive attitude towards change 0.958 

I7 Competence to assume self-education and self-learning 0.958 

I8 Competence to work under precision 0.959 

I9 Competence to conduct research 0.960 

I10 Competence to master professional skills 0.959 

 

 

2.2.  Data processing design 

Figure 1 shows the data processing architecture; the data is related to 10 indicators of student 

satisfaction when perceiving the professional skills, they are acquiring during the distance education 

environment. The information is stored in Microsoft SQL Server, through Matlab R2021a. Once the data was 

conditioned in Matlab R2021a, the statistical classification tool was used. 
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Figure 1. Data processing architecture 

 

 

3. RESULTS AND DISCUSSION  

3.1.  Determination of the predictive model  

Using the Matlab R2021a software, the algorithm with the best performance indicators is identified. 

For the case of this investigation, the results of the precision indicator were taken as a reference. Figure 2 

shows the results of the "precision" of different algorithms, in which the algorithm with the best precision 

resulted from the Support Vector Machine (SVM). The precision value for this algorithm turned out to be 

82.1%, this value represents the fraction of predictions that the algorithm will perform correctly. 

 

 

 
 

Figure 2. Algorithm validation (accuracy)  
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3.2.  Results of the predictive model metrics  

In order to identify the performance metrics of the given algorithm, Figure 3 shows the confusion 

matrix centered on the true positive rate (TPR) and the false negative rate (FNR), where it can be seen the 4 

classes (levels of satisfaction) of the predictive system. As shown, class 3 presents 94.6% of true positives 

and 5.4% of false negatives, so it can be indicated that a better performance is presented for this class. In 

Figure 4, I show the confusion matrix of predicted positive values (PPV) and the obtained false rate (FDR). 

This analysis shows that of the 4 classes (satisfaction levels) of the predictive system, class 1 presents 100% 

of predicted positive values, in the same way the percentages obtained in the other classes validate the good 

performance of the algorithm employee. In this way, Table 2 shows the metrics of the predictive model 

(accuracy, precision, sensitivity and specificity) of the support vector machine (VSM) algorithm. In general, the 

algorithm presents a precision of 87.6%, accuracy of 91.07%, specificity of 91.04% and a sensitivity of 70.72%. 
 

 

 
 

Figure 3. Confusion matrix (TPR and FNR) 
 

 

 
 

Figure 4. Confusion matrix (PPV and FDR) 

 

 

Table 2. Metrics of the predictive classification algorithm 

Class 
Metrics 

Sensitivity Specificity Accuracy Precision 
I1 50.00% 100.00% 97.24% 100.00% 
I2 62.11% 95.17% 88.17% 77.52% 
I3 94.63% 70.27% 83.97% 80.36% 
I4 76.15% 98.73% 94.88% 92.52% 
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Likewise, through the ROC graph, the sensitivity and specificity of the classifying algorithm will be 

known; In Figure 5, it is shown that in general all the classes of the predictive model present acceptable 

levels. Thus, in Figure 5(a) it is specified that the specificity indicator of the algorithm for class 1 has an 

optimal value of 100%, with a sensitivity of 50%. Also in Figure 5(b), it is shown that for class 2, the 

algorithm has a value of well over 95%, with a sensitivity of 62%. However, in figure 5(c) it is shown that in 

class 3, the algorithm shows a sensitivity of 95%, being the class with the highest level. Finally, figure 5(d) 

shows that for class 4, the specificity indicator is 99%, while the sensitivity indicator is 76%. Additionally, 

the average Recall and F1 Score macro indicators were determined, resulting in 70.72% and 76.52%, 

respectively; These results contribute to establishing the feasibility of implementing the predictive model 

through the VSM algorithm. Since you have a high-precision result for each class and an acceptable recall 

value, it can be established that the model handles each class correctly. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 
(d) 

 

Figure 5. False positive rate of: (a) class 1, (b) class 2, (c) class 3 and (d) class 4  

 

 

3.3.  Discussion of results 

The support vector machine (SVM) algorithm presents acceptable performance metrics (accuracy, 

sensitivity, precision and specificity) for each of its classes (satisfaction levels), in this way of the predictive 

system is viable for its implementation and contribution to the optimization of the service provided by the 

superior organization; in this regard in [1], [11], the authors state that as part of implementing corrective and 

preventive actions, university institutions are relying on technology, which based on forward-looking models 

manage to obtain results in an easier and faster way, likewise in [27], the author specifies that predictive 

models represent early detection tools for university students at risk. In [6], he states that his model shows a 
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high performance, because its general accuracy is 75.42%, in addition, the ROC graph presented a 0.805 

sensitivity and specificity; likewise [19], points out that the Support Vector Machine algorithm is better than 

other classifiers, since it obtained an accuracy of 69.15%. Based on these results and validated research, we 

can point out that the determined algorithm, when implemented, shows a reliable and safe performance. 

 

 

4. CONCLUSION  

The support vector machine (VSM) machine learning algorithm shows high performance, due to the 

metrics it presents, for this reason it can be applied to the prediction of the satisfaction of engineering 

students regarding the acquisition of professional skills by engineering students. In general, the algorithm has 

a precision of 87.6%, an accuracy of 91.07%, a specificity of 91.04% and a sensitivity of 70.72%, so its 

implementation is feasible for the improvement of university academic management. Thus, it is also 

concluded that the predictive model will contribute significantly to decision-making in relation to improving 

satisfaction related to the acquisition of professional skills in engineering students, since decision-making by 

university authorities will have a scientific basis, to take action in advance in relation to the predictor 

elements. 
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