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 Heart diseases have a severe impact on human life and health. 

Cardiovascular deaths and diseases have increased at a fast rate worldwide. 

The early prediction of these diseases is necessary to prevent deaths. Now a 

day; a considerable amount of medical information is available and collected 

as databases. An efficient technique is required to analyse this data and 

predict the disease. Clustering can help medical practitioners in diagnosis by 

classifying the patient’s data collected for a disease. Clustering techniques 

can analyse such data based on each patient-generated and predict disease. A 

new prediction model based on salp swarm algorithm and support vector 

machine is proposed in this research for predicting heart diseases. Salp 

swarm algorithm is used to select the useful features from the database. 

Support vector machine classifier is used to predict heart diseases. Results 

obtained are compared with the other algorithms available in the literature. It 

is observed that the proposed approach produces better results with accuracy 

98.75% and 98.46% with the dataset 1 and 2, respectively. In addition to 

this, the algorithm converges in significantly less time in comparison to 

other algorithms. This algorithm might become a perfect supporting tool for 

medical practitioners. 
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1. INTRODUCTION  

The world health organisation (WHO) says that around 18 million deaths were reported due to heart 

diseases across the world in 2015 [1]. These diseases can be dangerous if a patient does not take care of 

his/her symptoms. In most cases, this ignorance leads to the death of the patient. One out of five persons 

develops the risk of heart disease over a lifetime. Despite numerous techniques in the health care field, 

predicting heart disease remains a difficult job, as health data contains helpful and not valuable features 

(variables). An accurate prediction in good time depends on extracting the useful features (variables) from 

the health data. On the other hand, removing not useful features reduces the computation time, risk of over-

fitting, risk of under-fitting and improves the predictability. 

Various traditional clustering algorithms have been applied to predict heart diseases [2]-[12]. All of 

them have their pros and cons. The traditional clustering algorithms used for the diagnosis of heart diseases 

often produce a delayed and inaccurate diagnoses. They suffer from extensive computational efforts, high 

convergence time, more parameters, stuck in local optima and stagnation. Also, they are not easy to 

https://creativecommons.org/licenses/by-sa/4.0/
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implement due to their complex structure. Therefore, it is necessary to have techniques to overcome the 

problems with state of the algorithms to produce good accurate predictions. Recently, various nature-inspired 

algorithms have been applied to predict heart diseases. A brief review of nature-inspired algorithms proposed 

for predicting heart diseases is given in the next paragraphs.  

A kernel extreme learning machines (KELM) approach with enhanced grey wolf optimiser (IGWO) 

is proposed in [13] for heart disease diagnosis. The IGWO algorithm is used to extract an optimal subset of 

features from the heart dataset. In [14], a model for reducing features is proposed. This model combines fuzzy 

c-means clustering with parameter optimisation by firefly and genetic algorithms. Comparing with other 

algorithms such as simple bayesian, support vector machine and neural network, it is found that the model 

performs better. A differential evolution (DE) approach for selecting the more important attributes for heart 

disease is proposed in [15]. The approach is tested with a heart dataset with hypertension, congenital heart 

disease, coronary heart disease, chronic pulmonary and rheumatic valvular heart disease. In [16], two 

algorithms inspired by the cuckoo search are proposed for feature selection on the heart disease dataset. Both 

the approaches used a filtering technique during the generation of subsets. The algorithms performed good by 

generating fewer features and good accuracy. A genetic algorithm-based fuzzy decision support system is 

proposed in [17]. A genetic approach is used to generate fuzzy rules in this approach. In [18], a binary 

particle swarm optimisation algorithm is proposed to select the significant heart dataset features. The selected 

subset is then given to support vector machine to classify and predict heart disease. The algorithm produced 

good accuracy maintaining the integrity of the specifications. In [19], a hybrid model of an opposition firefly 

with BAT algorithm (OFBAT) and rule-based fuzzy logic (RBFL) is introduced. A locality preserving 

projection (LPP) algorithm is used to select the features. After that, the rules for the fuzzy logic system are 

created. During the process of creating the rules, some important rules are generated using OFBAT 

algorithm. Furthermore, in the last, the fuzzy system is designed to perform classification inside it. In [20], an 

algorithm that uses BAT algorithm for feature selection and support vector machine (SVM) for classification 

is introduced. This model is proposed to improve the prediction of Alzheimer disease. In [21], a radial basis 

function network (RBFN) approach is proposed, which combines quantum computing algorithm and cloning 

operator to overcome local optima and global searching. This algorithm tried to improve learning for 

achieving excellent prediction accuracy. In [22], three butterfly approaches are presented to diagnose 

pneumonia disease. Three approaches: Basic, modified using levy flights and hybridisation of BFO with 

fuzzy membership function are proposed in this research. 

Every algorithm reviewed above attempted to achieve high predictability and accuracy traditionally. 

Many have achieved good accuracy but fails in optimal feature selection and vice versa. The prediction time 

is also a concern while dealing with the big-sized datasets, which is an issue still for investigation. 

The research in this work tends to develop a technique that accurately predicts heart diseases with 

optimised features in acceptable convergence time. A novel salp swarm algorithm (SSA) is proposed to 

predict heart diseases in this research. The SSA algorithm [23] is selected based on its merits, such as 

simplicity, efficiency, flexibility, ease of implementation, and requirement of fewer parameters to 

initialisation. The salp swarm algorithm is very stochastic in nature. The SSA has already proved its ability to 

solve any size of problems. SSA is used to select the useful features from the original heart dataset. It is 

found from the comparison that the proposed algorithm produces results with great accuracy in a very less 

amount of time. In addition to this, the algorithm also proved itself best in feature selection. 

The manuscript is organised as: Section 2 introduces research methodology, which includes 

traditional and proposed SSA and the fitness function used. Section 3 discusses the results obtained by the 

proposed algorithm. A comparison of the results with other existing algorithms is also given in section 3. 

And, section 4 concludes paper with the future improvements in the algorithms. Acknowledgement and 

references follow section 4. 

 

 

2. RESEARCH METHOD 

No-free-lunch theorem [24] says that there is no single algorithm capable of solving all kinds of 

optimisation problems. One algorithm can solve some problems very well, but not all. Therefore, many 

opportunities are still there for developing and improving algorithms. It is possible that new developed 

algorithm can surpass the available algorithms. The no-free-lunch theorem (NFL) has inspired us to develop 

a feature selection tool by improving salp swarm algorithm (SSA). Our main goal is to introduce a very 

straightforward, uncomplicated and reasonable algorithm. The highlights of the developed algorithm include: 

− This work introduces a nature-inspired algorithm known as the binary salp swarm algorithm for selecting 

an optimal subset of features. The introduced algorithm is applied to detect heart disease. 

− The algorithm is evaluated using different metrics such as G-mean, F-measure, specificity, precision, 

sensitivity and accuracy. 
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− The new algorithm has been evaluated on two datasets related to heart disease. 

 

2.1.  Salp swarm algorithm 

Mirjalili et al. have introduced the salp swarm algorithm in 2017 [23]. This algorithm mimics the 

food foraging behaviour of salps in an ocean. SSA mimics swarming and navigation behaviours of salps. 

Salps have a bottle-shaped transparent body. They form chains of the salps in the ocean for the direction-

finding and foraging process. The chain of salps has followers (salps) and a leader salp. The leading salp 

leads the followers during direction-finding for searching a good food source in a multidimensional search 

space. The algorithm starts with some random solutions and works iteratively. Every salp explores and 

exploits the search space in iterations. The best-fit salp with its fitness is found at the end of every iteration. 

The position of the leader salp is changed using (1). It is based on the distance between a food source and the 

salp. Pseudocode of salp swarm algorithm (SSA) is given in Figure 1. 
 

 𝐴𝑖
1 =  {

𝐹𝐷𝑖 + 𝑟1(( 𝑢𝑖 −  𝑙𝑖) ×  𝑟2 +  𝑙𝑖)  𝑟3  ≥ 0 

𝐹𝐷𝑖 − 𝑟1(( 𝑢𝑖 −  𝑙𝑖) ×  𝑟2 +  𝑙𝑖)   𝑟3 < 0 
 (1) 

 

In which,  

−  𝐴𝑖
1  -  represents the position of the leader at ith position 

− 𝐹𝐷𝑖   - represents food source position at ith position 

− 𝑢𝑖 𝑎𝑛𝑑  𝑙𝑖  - represents the upper and lower bounds at ith position 

− 𝑟1, 𝑟2𝑎𝑛𝑑 𝑟3 - represents some random numbers 

− 𝑟1 is used to control exploration and exploitation 
 

   𝑟1 = 2𝑒(4𝑖

𝐼
)

2
 (2) 

 

In which, 

− i  - represents current iteration and 

− I - represents total iterations 

In (3) is used to update the follower’s position. 
 

𝐴𝑖
𝑗

=
1

2
(𝐴𝑖

𝑗 +  𝐴𝑖
𝑗−1

) (3) 

 

In which, 

− 𝐴𝑖
𝑗
 -  represents the current position of jth follower in ith dimension.  

 
 

 
 

Figure 1. Pseudo code of the salp swarm algorithm (SSA) 

 

 

2.2.  Proposed salp swarm algorithm 

2.2.1. Solution construction 

In clustering problems, solution values are represented in binary [0 and 1]. We need to have a binary 

version of the algorithm to be used. So, a binary SSA is developed and used in this research. We use a vector 

to define a solution. The number of features in the real dataset is used to define the length of the solution 

vector. Each unit in the vector will have the value of either 1 or 0. The value ''1" specifies the selection of the 

feature, and the value “0” says that the feature is not chosen. Mapping of continuous values into binary ones 
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is done using (4). An example solution subset for eight attributes dataset is shown in the Figure 2. Here all 

"1" represents the chosen features, and "0" represents not chosen features. 

 

𝐷𝑚𝑛 = {
1, 𝑖𝑓 𝐸𝑚𝑛 > 0.5
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (4) 

 

In which,  

− m –   represents the search agent 

− n –    represents the dimension  

− Dmn – represents a discrete form of solution vector E.  

− Emn – represents the continuous position of the search agents. 
 

 

0 1 1 0  0 0 1 1 

 

Figure 2. A sample subset solution 
 
 

2.2.2. Fitness function 

The research problem considered in this research has two objectives. That is why it is called multi-

objective. Two objectives of the problem are maximising accuracy and minimising features. So, the 

algorithm developed has to deal with the two objectives. The final output must have significantly fewer 

numbers of very accurate features. The SVM classifier is used for the classification of the features selected 

by the proposed salp swarm algorithm. Flowchart of new proposed salp swarm algorithm is given in  

Figure 3. So, SVM classifier accuracy is used as a fitness function to assess the performance in (5). 
 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =  𝛼 ∗ 𝑒𝑟𝑟 − 𝑟𝑎𝑡𝑒(𝐸) +  𝛽 (
|𝐹𝑆|

|𝑇𝐹|
) (5) 

 

In which, 

− E – represents error rate 

− α & β - represents controlling constants, [α = [0, 1] & β = 0.8] 

− |FS| - represents the reduction in features 

− |TF| - represents the number of total features 
 
 

 
 

Figure 3. Flowchart of proposed salp swarm algorithm (SSA) 
 
 

3. RESULTS AND DISCUSSION 

3.1.  Datasets 

The proposed approach evaluated using two datasets that are given below [25], [26].  

Dataset 1: This dataset is known as the heart dataset and is available on UCI and KABBLE. This dataset includes 

test results of 303 people with 76 features. The researchers used only 14 features out of 76 for their research.  

 Input the Dataset (heart) 

Select the features using SSA 

Prepare a subset of the Features 

Test the DATA 

using a Classifier 

Evaluate the Results based on Accuracy, 

Sensitivity, Specificity, G-mean and F-measure 

Train the DATA 

using a Classifier 
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Dataset 2: This dataset is known as heart-failure-clinical-records. This dataset contains records of 299 heart 

patients of faislabad institute cardiology, Pakistan. It contains the data of 194 male and 105 female patients 

with 12 different physiological measures. This dataset is available on UCI as well as Kaggle. The 

specifications of the datasets are given in Table 1. 

 

3.2.  Evaluation measures 

Different metrics such as specificity, sensitivity, accuracy, precision and F-Measure given by 

Karalolis et al. in 2010 [27] are used for the evaluation. They use the following defined rules. 

− True Positive (TP): The number of Heart Disease Patients classified correctly. 

− True Negative (TN): The Number of patients not having heart disease correctly classified. 

− False Positive (FP): The Number of healthy patients wrongly classified as heart disease patient.  

− False Negative (FN): The number of healthy patients classified as heart disease patients. 

We can define all measures as per the rules given above. Accuracy shows how the algorithm 

performs altogether. Accuracy is computed as a ratio of the correct predictions to total predictions. It is 

computed using (6). 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 × 100% (6) 

 

Sensitivity measures the number of actual instances rightly predicted. It is computed using (7). 
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
∗ 100% (7) 

 

 

Table 1. The specifications of dataset 1 and 2 

Dataset 1 Dataset 2 

Feature Description Feature Description Measurement Range 

Age Age in years Age Age of the patient Years [40,..., 95] 

Sex 1 = male 0 = female Anaemia Decrease of hemoglobin Boolean 0, 1 

Cp Chest pain type High BP If a patient has hypertension Boolean 0, 1 

Trestbps Resting blood pressure Creatinine 

phosphokinase 

Level of the CPK enzyme 

in the blood 

mcg/L [23,..., 7861] 

Chol Serum cholesterol  Diabetes If the patient has diabetes Boolean 0, 1 
Fbs Fasting blood sugar Ejection fraction Percentage of blood leaving 

the heart at each contraction 

Percentage [14,..., 80] 

Restecg Resting cardio results Sex Woman or man Binary 0, 1 

Thalach Maximum heart rate  Platelets Platelets in the blood kplatelets/mL [25.01,. 850.00] 
Exang Exercise-induced angina Ser creatinine Level of creatinine in  blood mg/dL [0.50,.., 9.40] 

Oldpeak ST depression-induced  Serum sodium Level of sodium in the blood mEq/L [114,..., 148] 

Slope slope of the peak exercise  Smoking If the patient smokes Boolean 0, 1 
Ca Number of major vessels 

colored by fluoroscopy 

Time Follow-up period Days [4,...,285] 

Thal Heart condition DEATH EVENT If patient died in follow-up  Boolean 0, 1 

 

 

Specificity measures number of unreal instances rightly predicted. It is computed using (8).  

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
∗ 100% (8) 

 

The proportion of the rightly predicted actual instances is known as precision. It is computed using (9). 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
∗ 100% (9) 

 

The accuracy is not a good measure when the number of false instances is increased. Other 

measures like G-mean and F-measure proposed by Kubat and Matwin [28], and Lewis and Gale [29], 

respectively, are used to evaluate the algorithm's performance. G-mean and F-measure are computed using 

(10) and (11). 
 

𝐺 − 𝑚𝑒𝑎𝑛 =  √𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 ∗  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (10) 
 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
(𝛽2 + 1)∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝛽2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 (11) 
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3.3.  Discussion 

The experimental results obtained with both the datasets using the proposed algorithm are compared 

with those obtained with other stochastic clustering algorithms [30]-[40]. The algorithm is executed several 

times using a random population for testing the effectiveness. Experiments are performed on an Intel Core i3 

seventh generation, 8-GB RAM system and coded with Matlab 12. 

Table 2 presents results attained by all algorithms in terms of all performance measures using 

datasets 1 and 2. Dataset 1 and 2 are represented as set 1 and set 2 in the results table. For dataset 1, it is 

observed that, among all algorithms, the SSA algorithm performs well with the values of 98.75% accuracy, 

98.15% sensitivity, 97.37% specificity, 99.39% precision, 97.76% G-mean, and 98.77% F-measure. For 

dataset 2, it can be seen that, among all algorithms, the SSA algorithm performs the best with the highest 

values of 98.46% accuracy, 98.32% sensitivity, 97.65% specificity, 99.14% precision, 97.98% G-mean, and 

98.73% F-measure. The BGWO algorithm follows SSA with 97.45% accuracy, 98.08% sensitivity, 96.67% 

specificity, 98.29% precision, 97.37% G-mean, and 98.19% F-measure with dataset 1. For dataset 2, the 

BGWO algorithm produces 97.85% accuracy, 98.24% sensitivity, 96.86% specificity, 98.65% precision, 

97.55% G-mean, and 98.44% F-measure. The plots in Figures 4 and 5 graphically depict a comparison 

among SSA and other algorithms in all measures. SSA performs best among all methods. 

 

 

Table 2. The results obtained with dataset 1 and 2 
Algorithm Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) G-mean (%) F-measure (%) 

Set 1 Set 2 Set 1 Set 2 Set 1 Set 2 Set 1 Set 2 Set 1 Set 2 Set 1 Set 2 

PSO [30] 95.7 97.2 96.8 96.8 95.6 96.6 96.0 96.3 96.2 96.2 96.4 96.5 

GA [31] 93.9 94.2 94.3 94.4 94.6 94.7 95.9 95.8 94.4 94.4 95.1 95.1 

FFA [32] 96.4 96.9 97.1 97.2 96.6 96.5 97.0 96.9 96.9 96.9 96.9 97.1 
BGWO [33] 97.5 97.9 98.1 98.2 96.7 96.9 98.3 98.7 97.4 97.4 98.2 98.4 

SSA 98.8 98.5 98.2 98.3 97.4 97.7 99.4 99.1 97.8 97.8 98.8 98.8 

BCS [34] 68.0 71.3 69.3 72.7 70.2 73.9 70.6 84.2 69.8 69.8 69.9 77.9 
BMVO [35] 96.1 97.3 95.9 97.5 96.8 97.9 96.9 97.9 96.3 96.3 96.4 97.7 

SSPA [36] 80.9 83.9 81.9 84.4 82.3 84.9 83.2 85.9 82.1 82.1 82.6 85.1 

RBMF [37] 89.5 92.3 91.2 93.9 90.9 92.9 91.9 93.9 91.1 91.1 91.5 93.9 
WOA [38] 93.1 95.3 94.2 96.5 94.7 96.9 94.9 97.3 94.5 94.5 94.6 96.9 

CALO [39] 82.4 85.8 83.7 86.9 83.9 87.8 84.3 89.5 83.8 83.8 83.9 88.2 

MAHA [40] 78.0 81.2 79.2 82.3 79.9 83.2 79.9 83.9 79.5 79.5 79.6 83.2 

 

 

  
 

Figure 4. Comparison of results using dataset 1 

 

Figure 5. Comparison of results using dataset 2 

 

 

4. CONCLUSION 

In this paper, a novel salp swarm algorithm is proposed to diagnose the heart diseases. Firstly, the 

proposed SSA is applied for selecting the most informative and useful features from the two different heart 

datasets. Then, the SVM classifier is applied to predict the heart disease on the subset derived in the first step. 

The results attained are compared with the results attained from other nature inspired methods used for 

detecting heart diseases using a set of assessment criteria. The results attained have proved that the proposed 

SSA algorithm converges very quickly and produces accurate solutions. The algorithm also demonstrates 

high quality classification performance with less number of selected features. In the future, this algorithm 

will be applied to more real-life problems. Also, this algorithm will be implemented using a parallel approach 

to achieve the high performance. 
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