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 A new algorithm is described for determining the optimal round-trip paths 

for two moving sinks in a wireless sensor network. The algorithm uses binary 

integer programming to select two non-overlapping shortest paths except 

having a common junction node to cover all the sensor nodes. The two paths 

are balanced as nearly equal as possible. That is the sensor nodes along each 

path are equal or differ by just one depending on whether the total number of 

sensor nodes excluding the junction node is even or odd. In this method, both 

the path lengths are made equal or very nearly equal while the total length is 

minimized. This integrated approach is a novel and unique solution to solve 

the dual moving sink path problem in a wireless sensor network. 

Keywords: 

Balanced loading 

Disjoint paths 

Participating edges 

Participating nodes 

Single common junction 

Two moving sinks 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Shylashree N. 

Department of Electronics & Communication Engineering 

R V College of Engineering 

R V Vidyanikethan Post, 8th Mile, Mysuru Road, Bengaluru 560059, Karnataka, India 

Email: shylashreen@rvce.edu.in 

 

 

1. INTRODUCTION 

In general, a wireless sensor network (WSN) consists of static sensor nodes and one or more static 

sinks. The sensors send their sensed data to the designated sinks over multi-hop transmission. But, in those 

situations where the sensors are spread over a wide geographic area with large inter sensor distances, the 

sensors and the sinks may not be fully connected because of the insufficient communication range of the 

sensor nodes. Then the multi-hop transmission from sensors to the static sinks may not be possible.  

In such a situation, one mobile sink (MS) or more MSs (mobile collectors) are used to gather data from the 

sensors [1]-[13]. Mobile sinks physically move around the WSN and collect the data from the sensors. 

Mobile units carrying the sink can be ground based or airborne where unmanned aerial vehicles (UAVs) are 

utilized [14]-[17]. Here, we use multiple sinks (data collectors) mounted on ground based moving units 

controlled manually or by robots. It is assumed that the geographical region covered by the WSN is amenable 

for the physical navigation of the mobile sinks and they can smoothly approach the vicinity of the individual 

sensors. Our proposed method determines the best path for two mobile sinks to cover the WSN area 

satisfying the given constraints. The method can be extended to handle multiple sinks and also can optimize 

the paths of the moving sinks in the presence of known obstacles [18]-[21] in the WSN area. Generally, the 

scheduling and the mobility of mobile sinks are deterministically controlled to suit the application. The 

mobile sinks increase the life of static sensors by reducing the transmission load of sensors by reducing the 

intermediate relaying task of them.  

https://creativecommons.org/licenses/by-sa/4.0/
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2. STEM MODEL, SYMBOLS AND DEFINITIONS  

2.1. Moving sink paths 

In our scheme, we have two managed service providers (MSPs) covering the sensor node grid points 

of the entire WSN. The two paths are designated as MSP1 and MSP2. A path is made up of a sequence of 

non-repeating edges. In the present scheme only straight and diagonal edges are allowed. As an example, two 

paths MSP1 and MSP2 are shown in Figure 1. Here, MSP1 and its edges are marked in red while those of 

MSP2 are marked in blue.  

 

 

 
 

Figure 1. Two moving sink paths MSP1 and MSP2 
 

 

Let the set of edges forming MSP1 and MSP2 be represented by MSP1_E and MSP2_E, 

respectively. The individual edges of MSP1_E and MSP2_E are represented as (1) and (2). 
 

𝑀𝑆𝑃1_𝐸 = [𝑚𝑠𝑝1_𝑒(1), 𝑚𝑠𝑝1_𝑒(2), . . . . , 𝑚𝑠𝑝1_𝑒(𝑘), . . . . , 𝑚𝑠𝑝1_𝑒(𝐿1)] (1) 
 

𝑀𝑆𝑃2_𝐸 = [𝑚𝑠𝑝2_𝑒(1), 𝑚𝑠𝑝2_𝑒(2), . . . . , 𝑚𝑠𝑝2_𝑒(𝑘), . . . . , 𝑚𝑠𝑝2_𝑒(𝐿2)] (2) 
 

Here 𝐿1 and 𝐿2 are the sizes of MSP1_E and MSP2_E, respectively. Individual elements 𝑚𝑠𝑝1_𝑒(𝑘)′𝑠 and 

𝑚𝑠𝑝2_𝑒(𝑘)′𝑠 are the edges of MSP1_E and MSP2_E, respectively. In the graph context, L1 and L2 are the 

number of edges in MSP1_E and MSP2_E, respectively. MSP1_E and MSP2_E are the non-overlapping 

subsets of the edge set E of the graph. 
 

2.2. Index format representation of MSP1_E and MSP2_E 

A subset can be represented in index format in terms of the full set. Index format of a subset is a 

binary vector of length that is equivalent to the size of the full set. Let the binary vector 𝑥1 represent the 

index format of MSP1_E. Then the size of 𝑥1 is 𝑀 which is the size of E. The binary vector 𝑥1 is formed as 

follows. The 𝑗𝑡ℎ element of 𝑥1 is set to 1, if 𝑒(𝑗) of 𝐸 belongs to MSP1_E, else it is set to zero. That is, 
 

𝑥1(𝑗) = {
1,             if edge 𝑗 ∈ 𝑀𝑆𝑃1_𝐸
0,             otherwise

 (3) 

 

for 𝑗 = 1 to 𝑀. From (3), it can be seen that 𝑠𝑢𝑚(𝑥1) = 𝐿1. Another way of representing 𝑥1 is (4). 
 

𝑥1(𝑚𝑠𝑝1_𝑒(𝑘)) = 1  for  𝑘 = 1 to 𝐿1

𝑥1(𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠) = 0
} (4) 

 

Similarly, the index format of MSP2_E represented by 𝑥2 is a binary vector of length 𝑀 whose 𝑗𝑡ℎ element is 

given by (5). 
 

𝑥2(𝑗) = {
1,            if edge 𝑗 ∈ 𝑀𝑆𝑃2_𝐸
0, otherwise

 (5) 

 

for 𝑗 = 1 to 𝑀. Here, 𝑠𝑢𝑚(𝑥1) = 𝐿2. Another way of representing 𝑥2 is (6). 
 

𝑥2(𝑚𝑠𝑝2_𝑒(𝑘)) = 1  for  𝑘 = 1  to  𝐿2

𝑥2(𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠) = 0
} (6) 
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2.3. Decision vectors x1 and x2 

Binary vectors 𝑥1 and 𝑥2 are also the decision vectors in determining MSP1_E and MSP2_E using 

an optimization program. This means, once 𝑥1 and 𝑥2 are determined using say the binary integer program 

(BIP), then MSP1_E and MSP2_E are obtained based on (4) and (6). In fact, we can express MSP1_E and 

MSP2_E as (7). 
 

𝑀𝑆𝑃1_𝐸 = 𝑓𝑖𝑛𝑑(𝑥1)  and  𝑀𝑆𝑃2_𝐸 = 𝑓𝑖𝑛𝑑(𝑥2) (7) 
 

Here, find(𝑥) is a MATLAB function that gives the index locations of 1’s in vector 𝑥.  
 

2.4. Moving sink paths as the sequence of nodes 

The paths MSP1 and MSP2 can also be represented as the sequences of nodes. The corresponding 

set of nodes which form MSP1 and MSP2 are represented by sets MSP1_V and MSP2_V as (8) and (9). 
 

𝑀𝑆𝑃1_𝑉 = [𝑚𝑠𝑝1_𝑣(1), 𝑚𝑠𝑝1_𝑣(2), . . . . , 𝑚𝑠𝑝1_𝑣(𝑘), . . . . , 𝑚𝑠𝑝1_𝑣(𝐿1)] (8) 
 

𝑀𝑆𝑃2_𝑉 = [𝑚𝑠𝑝2_𝑣(1), 𝑚𝑠𝑝2_𝑣(2), . . . . , 𝑚𝑠𝑝2_𝑣(𝑘), . . . . , 𝑚𝑠𝑝2_𝑣(𝐿2)] (9) 
 

Since, MSP1 and MSP2 are closed paths, for each path, the number of edges is equal to the number of 

vertices. Therefore, 𝐿1 and 𝐿2 are the number of vertices in MSP1 and MSP2. In (13) and (14), 𝑚𝑠𝑝1_𝑣(𝑘)′𝑠 

and 𝑚𝑠𝑝2_𝑣(𝑘)′𝑠 are the vertices of MSP1_V and MSP2_V, respectively.  
 

2.5. Index format representation of MSP1_V and MSP2_V 

Index format of MSP1_V is represented by the binary vectors 1y  as (10). 

 

𝑦1(𝑗) = {
1,             if   edge 𝑖 𝑀𝑆𝑃1_𝑉
0,             otherwise

 (10) 

 

for 𝑖 = 1 to 𝑁. The length of 𝑦1 = 𝑁 = |𝑉| where V is the vertex (node) set of the graph. From (10), it can be 

seen that 𝑠𝑢𝑚(𝑦1) = 𝐿1. Another way of representing 𝑦1 is (11). 
 

𝑦1(𝑚𝑠𝑝1_𝑣(𝑘)) = 1 for 𝑘 = 1 to 𝐿1

𝑦1(𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠) = 0
} (11) 

 

Similarly, the index format of MSP2_V is represented by the binary vector 𝑦2 as (12): 

 

𝑦2(𝑖) = {
1,            𝑖𝑓 𝑛𝑜𝑑𝑒 𝑖 ∈ 𝑀𝑆𝑃2_𝑣
0, otherwise

 (12) 

 

for 𝑖 = 1 to 𝑁. The length of 𝑦2 = 𝑁 = |𝑉|. From (12), it can be seen that 𝑠𝑢𝑚(𝑦2) = 𝐿2. Another way of 

representing 𝑦2 is (13). 

 

𝑦2(𝑚𝑠𝑝2_𝑣(𝑘)) = 1  for  𝑘 = 1  to  𝐿2

𝑦2(𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠) = 0
} (13) 

 

2.6. Decision vectors y1 and y2 

Binary vectors 𝑦1 and 𝑦2 are also the decision vectors in determining MSP1_V and MSP2_V when 

an optimization program is used to determine them. This means, once 𝑦1 and 𝑦2 are determined using say the 

BIP, then MSP1_V and MSP2_V are obtained using the MATLAB find(…) function as (14). 

 

𝑀𝑆𝑃1_𝑉 = 𝑓𝑖𝑛𝑑(𝑦1)  𝑎𝑛𝑑𝑀𝑆𝑃2_𝑉 = 𝑓𝑖𝑛𝑑(𝑦2) (14) 

 

2.7. Participating nodes and participating node set 

A node (vertex) that belongs to MSP1_V or MSP2_V is defined as a participating node. That is, a 

participating node ∈ {𝑀𝑆𝑃1_𝑉} ∪ {𝑀𝑆𝑃2_𝑉}. The participating node set is the collection of all the 

participating nodes. Participating node set, represented by 𝑃𝑁, is given by the union of MSP1_V and 

MSP2_V as: 

 

𝑃𝑁 = {𝑀𝑆𝑃1_𝑉} ∪ {𝑀𝑆𝑃2_𝑉} 
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2.8. Sensor node vertex set 

The sensor nodes of the network are represented by the set 𝑆. All the nodes (grid points) need not be 

sensor nodes. Paths MSP1 and MSP2 should fully cover 𝑆. Thus 𝑆 is a subset of 𝑃𝑁 which in turn is a subset of 𝑉. 
 

2.9. Common node 

The WSN has a single common node or a junction node denoted by 𝑐𝑛, It is normally a node at the 

centroid of the WSN or very near to it. The grid point location of the 𝑐𝑛 is the designer’s choice. 𝑐𝑛 may or 

may not belong to 𝑆. In the example of Figure 1, node 13 is the 𝑐𝑛 and it belongs to 𝑆. The paths MSP1 and 

MSP2 should compulsorily visit the nodes of 𝑆 including 𝑐𝑛. 
 

2.10. Participating edges and participating edge set 

An edge that belongs to MSP1_E or MSP2_E is defined as a participating edge. That is, edge 𝑗 is a 

participating edge if 𝑗 ∈ 𝑀𝑆𝑃1_𝐸 or 𝑗 ∈ 𝑀𝑆𝑃2_𝐸. Collection of all the participating edges of the forms the 

participating edge set denoted by 𝑃𝐸. Then, 𝑃𝐸 is given by (15). 
 

𝑃𝐸 = {𝑀𝑆𝑃1_𝐸} ∪ {𝑀𝑆𝑃2_𝐸} (15) 
 

From (3) and (5), we know that 𝑥1(𝑗) = 1 if 𝑗 ∈ 𝑀𝑆𝑃1_𝐸 and 𝑥2(𝑗) = 1 if 𝑗 ∈ 𝑀𝑆𝑃2_𝐸. Therefore, 𝑗 is a 

participating edge if 𝑥1(𝑗) = 1 or 𝑥2(𝑗) = 1. This fact can be represented as (16). 
 

𝑒𝑑𝑔𝑒 𝑗 ∈ 𝑃𝐸  if  𝑥1(𝑗) + 𝑥2(𝑗) = 1 (16) 
 

2.11. Participating degree of a vertex 

Consider a vertex 𝑣(𝑖) of the MSP graph. The number of edges connected to that vertex is defined 

as the conventional degree of that vertex. Conventional degree of vertex 𝑖 denoted by 𝑑(𝑖) is given by: 
 

𝑑(𝑖) = Number of edges connected to node 𝑖  
 

All the edges of node i may not participate in forming the MSP. We define the participating degree of a node 

(vertex) i , represented by 𝑝𝑑(𝑖) as (17). 
 

𝑝𝑑(𝑖) = Number of participating edges connected to node 𝑖 (17) 
 

Based on this definition, in Figure 1, 𝑝𝑑(3) = 2 because only two edges (3, 2) and (3, 9) of node 3 

participate in MSP1. Also, in Figure 1, 𝑝𝑑(1) = 0 because vertex 1 does not host any participating edge.  
 

2.12. Participating edge set of vertices 

Those edges of the graph, connected to vertex i  form the conventional edge set of vertex 𝑖 and it is 

denoted by 𝐶𝐸(𝑖). It is defined as (18). 
 

𝐶𝐸(𝑖) = {Those edges connected to node 𝑖} (18) 
 

The participating edges which pass through node 𝑖 form the participating edge set of that node. Thus 

𝑃𝐸(𝑖) which denotes the participating edge set of node 𝑖 is defined as: 
 

𝑃𝐸(𝑖) = {Those participating edges connected to node 𝑖}  

 

To determine 𝑝𝑑(𝑖)for a given i , we have to count those edges which are connected to vertex 𝑖 and 

which are also participating edges (those who belong to 𝑃𝐸). Obviously, these edges are the members of 

𝑃𝐸(𝑖). An edge 𝑗 belongs 𝑖 if 𝑣𝑒𝑖(𝑖, 𝑗) = 1 (property of 𝑉𝐸𝐼) and also belongs 𝑃𝐸 if 𝑋1(𝑗) + 𝑥2(𝑗) = 1 (see 

(16)). Therefore,  

 

𝑗 ∈ 𝑃𝐸(𝑖)  if  𝑣𝑒𝑖(𝑖, 𝑗) = 1  and  (𝑥1(𝑗) + 𝑥2(𝑗)) = 1 (19) 

 

Since both 𝑣𝑒𝑖(𝑖, 𝑗) and 𝑥1(𝑗) + 𝑥2(𝑗) are binary variables, and operation can be replaced by 

multiplication operation. Therefore, (19) can be rewritten as (20). 

 

𝑗 ∈ 𝑃𝐸(𝑖)𝑖𝑓𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) = 1 (20) 

 

for 𝑗 = 1 to 𝑀. Now, for 𝑖 = 1 to 𝑁, consider the summation, 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Optimal path discovery for two moving sinks with a common junction in a wireless … (Satish Tunga) 

883 

𝐿(𝑖) = ∑ 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥1(𝑗))𝑀
𝑗=1  (21) 

 

Here, 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) is a binary variable which can take the value 1 or 0. Therefore (21) 

implies that 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) is 1 for 𝐿(𝑖) distinct values of 𝑗. This means, from (20), that, 𝑗 ∈

𝑃𝐸(𝑖) is satisfied for 𝐿(𝑖) distinct values of 𝑗 out of 𝑀. Therefore, the number of elements in 𝑃𝐸(𝑖) is 𝐿(𝑖). 

Therefore, 
 

𝑝𝑑(𝑖) = |𝑃𝐸(𝑖)| = 𝐿(𝑖) (22) 
 

From (21) and (22), we get, 
 

𝑝𝑑(𝑖) = ∑ 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥1(𝑗))𝑀
𝑗=1  (23) 

 

 

3. DUAL MOVING SINK PATH DISCOVERY PROBLEM 

Our objective is to find MSP1 and MSP2 satisfying the following constraints. 

− Both MSP1 and MSP2 should visit the common node cn. 

− There should be single common node. 

− MSP1 and MSP2 each should form round trip paths visiting every sensor node exactly once in each trip, 

travelling along the edges of the graph.  

− MSP1 and MSP2 are to be edge disjoint.  

− MSP1 and MSP2 should not cross each other. If the paths cross, there is a possibility of the physical 

collision of the moving sink vehicles.  

− MSP1 and MSP2 should not cross themselves. Then the length of that path will be unnecessarily longer 

compared to the non- crossing case. 

− MSP1 and MSP2 are to be node disjoint except for a common node. 

− MSP1 and MSP2 should not have any sub-tours [22]. 

− Total length of the trip by MSP1 and MSP2 should be minimum. 

− Length (MSP1) should be equal or very nearly equal to length (MSP2). 

− The intermediate non-sensor vertices should not repeat along the paths travelled either by MSP1 or MSP2. 
 

3.1. Proposed solution 

The method proposed to solve the DMSP is similar to solving TSP [23] with two salespeople. As in 

TSP [22], here also we use binary integer programming [24]. Our major contribution is to express the 

constraints in the algebraic form in terms of the 4 decision vectors x1, x2, y1 and y2.  
 

 

4. FORMULATION OF CONSTRAINS 

The constraints of section 3 are expressed in proper algebraic formats suitable for the binary integer 

programming solver. We assume that MSP1 and MSP2 are the optimum paths satisfying the constraints of 

section 3. 
 

4.1. Constraints on common node 

Consider the common node cn through which MSP1 and MSP2 both enter once and leave once. 

Thus the 𝑝𝑑(𝑖) = 4 if 𝑖 is the common node. (See node 13 in Figure 1) Now, consider other participating 

nodes. Since paths MSP1 and MSP2 are closed paths without any sub loops are tree segments, a path has to 

enter a non-common participating node once and leave also once. Therefore, the participating degree 𝑝𝑑(𝑖) 

has to be 2 if node 𝑖 belongs {𝑃𝑁 − 𝑐𝑛} (Set difference). MSP1 and MSP2 do not visit non-participating 

nodes. Therefore, there is neither an entry nor an exit for these nodes. Therefore, 𝑝𝑑(𝑖) = 0 for 𝑖′𝑠 which do 

not belong to 𝑃𝑁. These participating degree values are surmised as: 

‑ Case 1) Node 𝑖 is the common node. Then, 𝑝𝑑(𝑖) = 4 for 𝑖 = 𝑐𝑛. 

‑ Case 2) Node 𝑖 belongs to PN except the common node. Then, 𝑝𝑑(𝑖) = 2 for 𝑖 ∈ {𝑃𝑁 − 𝑐𝑛}. 

‑ Case 3) Node 𝑖 does not belong to PN. Then, 𝑝𝑑(𝑖) = 0 for 𝑖 ∉ 𝑃𝑁. 

Using (23) to represent 𝑝𝑑(𝑖), the above three cases equations can be expressed as: 

  

∑ 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) = 4  for  𝑖 = 𝑐𝑛𝑀
𝑗=1  (24) 

 

∑ 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) = 2  for  ∀𝑖 ∉ {𝑃𝑁 − 𝑐𝑛}𝑀
𝑗=1  (25) 

 

∑ 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) = 0  for  ∀𝑖 ∉ 𝑃𝑁𝑀
𝑗=1  (26) 
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Now, consider the common node cn . It belongs to both MSP1_V and MSP2_V. Therefore, from 

(10), 𝑦1(𝑐𝑛) = 1 and from (12), 𝑦2(𝑐𝑛) = 1. Therefore, 
 

𝑦1(𝑖) + 𝑦2(𝑖) = 2  for  𝑖 = 𝑐𝑛 (27) 

 

Now, consider node i  which belong to {𝑀𝑆𝑃1_𝑉 − 𝑐𝑛}. Then from (10), 𝑦1(𝑖) = 1 but from (12), 

𝑦2(𝑖) = 0 because now 𝑖 ∉ {𝑀𝑆𝑃2_𝑉} because, {𝑀𝑆𝑃1_𝑉 − 𝑐𝑛} and {𝑀𝑆𝑃2_𝑉} are disjoint. Therefore 

𝑦1(𝑖) + 𝑦2(𝑖) = 1 for 𝑖 ∈ {𝑀𝑆𝑃1_𝑉 − 𝑐𝑛}. 

Similarly, it can be shown that 𝑦1(𝑖) = 0 but 𝑦2(𝑖) = 1 and 𝑦1(𝑖) + 𝑦2(𝑖) = 1 when 𝑖 ∈
{𝑀𝑆𝑃2_𝑉 − 𝑐𝑛}. Thus, 𝑦1(𝑖) + 𝑦2(𝑖) = 1 when 𝑖 ∈ {{𝑀𝑆𝑃1_𝑉 − 𝑐𝑛} ∪ {𝑀𝑆𝑃2_𝑉 − 𝑐𝑛}}.  

Since, 𝑖 ∈ {{𝑀𝑆𝑃1_𝑉 − 𝑐𝑛} ∪ {𝑀𝑆𝑃2_𝑉 − 𝑐𝑛}} is equivalent to {𝑃𝑁 − 𝑐𝑛},  
 

𝑦1(𝑖) + 𝑦2(𝑖) = 1  for  ∀𝑖 ∈ {𝑃𝑁 − 𝑐𝑛} (28) 

 

for 𝑖 ∉ 𝑃𝑁 from (10) and (12), 𝑦1(𝑖) = 0 and 𝑦2(𝑖) = 0. Therefore, 
 

𝑦1(𝑖) + 𝑦2(𝑖) = 0  for  ∀𝑖 ∉ 𝑃𝑁 (29) 

 

Comparing the RHS of (24), (25) and (26), with (27), (28) and (29), it is clear that (24), (25) and 

(26) can be replaced by a single equation as (30). 
 

∑ 𝑣𝑒𝑖(𝑖, 𝑗)𝑀
𝑗=1 ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) = 2 ∗ (𝑦1(𝑖) + 𝑦2(𝑗))  for  ∀𝑖 ∈ 𝑉 (30) 

 

4.2. Constraints regarding the common node 

Common node 𝑐𝑛 is selected by the designer and is known a priori. 𝑐𝑛 belongs to MSP1_V and 

MSP2_V. This constraint is expressed as (31) and (32). 
 

𝑦1(𝑐𝑛) = 1 (31) 

 

𝑦2(𝑐𝑛) = 1 (32) 

 

4.3. Constraints on sensor nodes 

The moving sink path, either MSP1 or MSP2 has to visit the sensor nodes represented by the set 𝑆. 

Therefore the 𝑝𝑑(𝑖) of these nodes has to be exactly two for non-common nodes and four for the common 

node. (For other nodes it can be two or zero.) This constraint is expressed as (33) and (34). 
 

∑ 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) = 4  for  𝑖 = 𝑐𝑛𝑀
𝑗=1  (33) 

 

∑ 𝑣𝑒𝑖(𝑖, 𝑗) ∗ (𝑥1(𝑗) + 𝑥2(𝑗)) = 2  for  ∀𝑖 ∈ 𝑖{𝑠 − 𝑐𝑛}𝑀
𝑗=1  (34) 

 

4.4. Non-crossing criterion 

MSP1 and MSP2 should not cross each other or themselves. (They can meet at the common node). 

Since MSP1 and MSP2 are edge disjoint, the self-crossing of MSP1 and MSP2 can occur only along the 

diagonal edges of grid cells. When a crossing occurs in a grid cell, both the diagonal edges act as the 

participating edges. Let 𝑗1 and 𝑗2 be the two diagonal edges of a specific grid cell. Then, from (16): 
 

𝑗1 ∈ 𝑃𝐸𝑖𝑓𝑥1(𝑗1) + 𝑥2(𝑗1) = 1  

𝑗2 ∈ 𝑃𝐸𝑖𝑓𝑥1(𝑗2) + 𝑥2(𝑗2) = 1  
 

If both 𝑗1 and 𝑗2 were to belong to 𝑃𝐸, then both the above condition should be true. Then, 

𝑥1(𝑗1) + 𝑥2(𝑗1) + 𝑥1(𝑗2) + 𝑥2(𝑗2) = 2. To prevent this event and to avoid crossing, 
 

𝑥1(𝑗1) + 𝑥2(𝑗1) + 𝑥1(𝑗2) + 𝑥2(𝑗2) < 2 (35) 
 

Constraint (35) avoids diagonal crossing in a specific grid cell. To extend this to all grid cells, we 

apply constraint (35) to all the grid cells in the graph. Let the grid cells of the graph be denoted as 𝐶 =
[𝑐(1), 𝑐(2), . . . . , 𝑐(𝑢), . . . . , 𝑐(𝑇)] where 𝑇 is the total number of cells.  

Let 𝑐(𝑢). 𝑗1 and 𝑐(𝑢). 𝑗2 be the two diagonal edges of cell 𝑐(𝑢) for 𝑢 = 1 to 𝑇. Then the extension 

of (35) for all the cells can be expressed as (36). 
 

𝑥1(𝑐(𝑢). 𝑗1) + 𝑥2(𝑐(𝑢). 𝑗1) + 𝑥1(𝑐(𝑢). 𝑗2) + 𝑥2(𝑐(𝑢). 𝑗2) < 2 (36) 
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4.5. Objective function to be minimized 

The objective function to be minimized in DMSP is the total length of the moving sink paths MSP1 and 

MSP2. In our scheme, the horizontal and vertical (𝐻𝑉) edge lengths are normalized to 1 and hence the length of 

diagonal edges are √2. Therefore, the total length of MSP1 and MSP2 represented by 𝐹 is given by (37). 

 

𝐹 = 1 ∗ sum(𝐻𝑉 edges of 𝑥1) + √2sum(diagonal edges of 𝑥1) 

+1 ∗ 𝑠𝑢𝑚(𝐻𝑉 𝑒𝑑𝑔𝑒 𝑜𝑓 𝑥2) + √2 (𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 𝑒𝑑𝑔𝑒𝑠 𝑜𝑓 𝑥2) 
(37) 

 

𝐹 is a linear function of the decision variables and it is the objective function to be minimized. 
 

 

5. BINARY INTEGER PROGRAM FORMULATION AND SOLUTION FOR DMSP 

The DMSP is solved using BIP that solves for 𝑥1, 𝑥2, 𝑦1 and 𝑦2 to minimize 𝐹 subjected to the 

constraints, (30) to (34) and (36). All the constraints are linear and from (37), it can be seen that the objective 

function 𝐹 is also linear [25]. BIP is applied iteratively until all the sub-tours are eliminated [23]. BIP gives 

the final optimum values of 𝑥1, 𝑥2, 𝑦1 and 𝑦2. Then the optimum paths MSP1 and MSP2 are obtained in 

terms of edges as given by (4), (6) and in terms of nodes as given by (11), (13). DMSP algorithm is discussed 

in the section 5.1. 
 

5.1. DMSP algorithm 

Inputs: Grid based WSN with known sensor node locations. Common node (𝑐𝑛), as selected by the 

designer. In general, cn is selected to be at the center of the WSN area. 

Output: Optimal paths MSP1 and MSP2. 

− Identify 𝑁 nodes and 𝑀 edges of the grid graph. 

− Initially set the decision vectors 𝑥1, 𝑥2 and 𝑦1 and 𝑦2 as all zero vectors of length 𝑀 and 𝑁, respectively. 

− Minimize the total length 𝐹 as given by (37), subjected to constraints (30), (31), (32), (33), (34) and (36) 

using BIP.  

− Repeat step 4 until all subtours are eliminated. 

− Get the final optimum values of 𝑥1, 𝑥2, 𝑦1 and 𝑦2. 

− Get MSP1 and MSP2 in terms of edges and nodes using (4), (6) and (11), (13). 

− Over. 
 

Example 1 

Here, 𝑀 = 8, 𝑁 = 6, and the common node 𝑐𝑛 = 22. 
 

𝑆 = [22  39  10  23  42  16  46  18  9  44  41  12  7  2  38  8  25  20  34  17  15  3] 
 

After solving the BIP for this problem, the resulting paths MSP1 (in red) and MSP2 (in blue) are shown in 

Figure 2. Here, 𝑀𝑆𝑃1_𝑉 = [2  3  10  11  12  18  17  23  22  16  9  8  7] and 𝐿1 = 13. In Figure 2, 

𝑀𝑆𝑃2_𝑉 = [15  22  28  34  41  42  47  39  44  38  32  28  20] and 𝐿2 = 14. From MSP1_V and MSP2_V, 

the corresponding path lengths can be obtained based on (37). 
 
 

 
 

Figure 2. Minimum length dual moving sink paths 
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6. EXPERIMENTAL RESULTS AND DISCUSSION 

Consider the following two modes of the moving sink unit. Mode 1: The moving sinks have only 

horizontal and vertical movements along the grid nodes (see Figure 3(a)). Mode 2: The moving sinks have 

diagonal movement capability in addition to horizontal and vertical movements (see Figure 3(b)). MSDN can be 

applied to both the modes. In mode 1, diagonal edges are ignored while applying MSDN. The total length of the 

optimal travel paths which cover the sensor nodes of the given WSN area, in mode 2, is shorter compared to that 

of mode 1. Experiment 1 compares the optimal round trip travel distances of these two modes.  
 
 

  
(a) (b) 

 

Figure 3. These figures are; (a) 4-connected grid layout and (b) 8-connected grid layout 
 

 

Experiment 1 

Here, we consider 3 WSNs with progressively increasing sizes. The number of sensor nodes is taken 

as round (45% of number of grid points) in each WSN. The sensor nodes are distributed randomly among the 

grid points. The optimal lengths of MSP1 and MSP2 in both the modes in all the 3 WSNs are given in  

Table 1. MSP1 and MSP2 are determined for two modes where, 4-connectivity is mode 1 and 8-connectivity 

is mode 2. The optimal paths obtained using DMSP are shown in Figures 4 to 6 for all the 3 WSNs. From 

Table 1, we see that the optimal length of paths in mode 2 is shorter compared to those of mode 1. 

 

 

Table 1. Optimal length of MSP1 and MSP2 in two modes for 1 the 5 WSN’s 

Grid size of WSN 
Length of MSP1 Length of MSP2 Length of MSP2 

Mode 1 Mode 2 Mode 1 Mode 2 Mode 1 Mode 2 

5 × 5 12.0000 9.6560 12.0000 8.8280 24.0000 18.4840 

6 × 6 18.0000 11.6560 14.0000 12.4840 32.0000 24.1400 

7 × 7 24.0000 20.4840 14.0000 12.8280 38.0000 33.3120 

 

 

  
(a) (b) 

 

Figure 4. Grid size 5×5; (a) mode 1 and (b) mode 2 
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(a) (b) 

 

Figure 5. Grid size 6×6; (a) mode 1 and (b) mode 2 

 

 

  

(a) (b) 

 

Figure 6. Grid size 7 × 7; (a) mode 1 and (b) mode 2 

 

 

7. CONCLUSION 

A new technique is presented to determine the optimal paths for two moving sinks with a common 

node between the two paths. The paths can be along the horizontal/vertical edges and/or immediate diagonal 

edges based on the optimality criterion. The paths are so determined that the two paths do not cross each 

other or overlap except at the common node. The linear integer program is solved using 4 decision vectors 

which make the specifications of constraints easy and flexible. In this method, both the path lengths are made 

equal or very nearly equal while the total length is minimized. This integrated approach is a novel and unique 

solution to solve the dual moving sink path problem in a WSN. 
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