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 Python programme contains a question and answer system that derived from 

data sets that have used and implemented the chatbot in this modern era. 

where the data collected is in the form of corpuses containing extensive 

metadata-rich fictional conversations derived from extracted film scripts, 

commonly called cornell movie dialogue corpus. The various models have 

been used chatbots in python programmes, and LSTM and BiLSTM models 

were specifically used in this study. Where the form of accuracy will be 

reported as a result of the implementation of LSTM and BiLSTM models in 

the chatbot programme. The programme performance will be influenced by 

the data from the model selection, because the level of accuracy is 

determined by the target programme being taken. So this is the main factor 

that determines which model to choose. Based on considerations required for 

choosing the programme model, in the end the LSTM and the BiLSTM 

models are chosen and will be applied to the programme. Based on the 

LSTM and BiLSTM chatbot programmes that have been tested, it can be 

concluded that the best parameters come from a pair of BiLSTM chatbots 

using the BiLTSM model with an average accuracy value of 0.995217. 
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1. INTRODUCTION  

Chatbots are automated systems created to help users by answering their questions. For businesses, 

chatbots can provide a better way to connect with their customers and increase customer satisfaction levels. 

Customers get a better, more convenient way to get answers to their questions without waiting on the phone 

or sending frequent emails [1]. Artificial intelligence (AI) has made an impact in everyday activities by 

designing and providing evaluation of sophisticated applications and devices, which can perform various 

functions. Chatbot is an artificial intelligence programme, which is based on the development of AI, it is 

hoped that the chatbot's ability to imitate human agents in conversation. Chatbots have become so common in 

their presence that they can reduce service costs and can handle multiple customers simultaneously [2]. 

Hopefully, future chatbots can improve business sector performance by increasing customer satisfaction 

levels by saving time. They will also save customer service employees time; customers can use chatbots to 

get information that previously required humans to answer questions manually. 

A fetch model contains several forms based on matches derived from user input and the chatbot can 

generate answers based on the forms that the user has filled in. Here knowledge used in chatbots is a form of 

https://creativecommons.org/licenses/by-sa/4.0/
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human hand code. Chatbot knowledge construction is time-consuming and difficult. Therefore, it is very 

important to have an automated knowledge extraction mechanism to build various forms of chatbots [3]. The 

use of models that can improve chatbot performance in answering questions automatically can be considered 

to compare which two models will influence chatbot performance and determine which model has a better fit. 

A system that can receive feedback and respond from users and can keep the conversation going, is 

called a chatbot. The encoder-decoder architecture is used in building parts of the chatbot [4]. A chatbot is a 

simple robot that contains a programme to answer questions from users. After that, the answer data will be 

generated from the questions asked by the user. The semantic question-answering system has developed in 

which words that are uncertain are the form of the question [5]. Application of question and answer system in 

the form of a chatbot is expected to answer these challenges. 

Artificial intelligence (Al) which is the latest technological advancement is very helpful in the 

development of new virtual assistants to be efficient (online chatbots). Meanwhile, the study also analyzes 

how existing technological advances made on new chatbots have an impact on future customer support. 

Going forward, technological innovations in AI allow chatbots to perform increasingly complex tasks [6]. 

NLP (natural language processing) is a mechanism that can be used to support computer machines by 

simulating human abilities that function to understand language [7]. Natural language processing is another 

area where the stance of deep learning can have a huge impact on experimentation that could occur over the 

next few years [8]. In NLP models, LSTM considers the order dependence between word sequences that the 

test will perform on the programme to capture dependencies in both the long and short-range forms. BiLSTM 

can perform both directional scans, allowing simultaneous access to both contexts in forward and backward 

directions. Therefore, BiLSTM can solve sequence model tasks with better performance than LSTM [9]. 

Based on the study of these references, this journal will determine whether the BiLSTM model will perform 

better than the LSTM model in use in NLP. 

The discussion conducted on several chatbot backgrounds indicates that consumers’ problems, in 

general, can be presented through several recorded questions that relate to various constraints, such as data 

storage and limited customer service hours. In order to provide answers given by consumers, a programme is 

needed to optimize the results of these services. In connection with this, the modeling theory will be 

discussed in this journal. It is used as the basis when chatbots are deployed in question and answer systems 

that use Python programmes with LSTM and BiLSTM as models. Then, it is expected that from this research 

will be seen a comparison between the sentence response generated by the chatbot with the LSTM model and 

the BiLSTM model with the sentence response in the data set. The solution methodology that will be used in 

this research is measuringthe accuracy of LSTM and BiLSTM models by applying chatbot programme. In 

more detail, we will start from understanding the background of the importance of the role of the chatbot in 

the question and answer system, determining the steps for making a chatbot, applying various models, 

methods, applying data into the programme, write results and discussions, to make conclusions, that have 

been described in more detail from the session 1 to 6. The major contribution of this paper is to determine the 

most effective model that can be applied to the chatbot programme based on the comparison of the accuracy 

results of the two models. 

 

 

2. RESEARCH METHOD  

As the various forms of chatbots increasingly integrate the design of AI mechanisms (such as game 

theory, data mining and optimisation techniques), they comply with these networks’ rules and dynamics. This 

form can be characterised by real multi-actor-based conversations that require technical resources, 

specialisedknowledge and communication skills to maintain online interactions [10]. Summarized by the 

acronym AI, this is a science that focuses on handling the production of human knowledge, and can offer to 

the machine the ability to imitate human reasoning and intelligence [11]. AI technology can provide 

improvements to conversations and collaborate between humans and machines. This technology can be used 

to create better interactions between humans and machines [12]. 

The LSTM model, the BiLSTM model and several pairs of parameters, it is also the greedy method 

can be used in building a chatbot programme by using a set of sentences derived from the data set. The 

chatbot programme is run based on input in the form of commands from the user, where the results of the 

programme are a collection of sentences containing information that matches user input based on the 

relevance of questions and answers. 

 

2.1.   Steps in making a chatbot 

Identifying the identity of the data, inputting the data about answer and question, using the 

programme of chatbot and then evaluating the output are the 4 steps that must be done when creating a 

chatbot. First, the identity of the data, cornell movie dialogue corpus is used as data, it contains a collection 
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of data in the form of a corpus in which it includes a vast collection of fictional conversations rich in meta 

data extracted from the film script [13]. The data used is from 2018 in the form of text data. Second, in the 

question and answer system data input contains sentences that come from the film dialogue, then the data 

functions as user input that is entered into the programme, then after that it is executed into input from the 

programme user. The third is the chatbot programme development. Fourthly, the following considerations 

need to be taken to prepare thechatbot programme. A sequence-to-sequence translation will come in several 

optionss. Selecting the LSTM model will generate the most accurate chatbot response in the end. The final 

step in the output evaluationis to determine whether the model can provide accurate results or not.  

 

2.2.   LSTM model 

The LSTM model network is known as a model that has had influence in the past and shows the 

ability to learn from sequential data [14]. The implementation of encoder in this model will be contained in 

the last hidden statement of the LSTM [4].  

 

 𝑓𝑚+1 = 𝜎(𝜃(ℎ→𝑓)ℎ𝑚 + 𝜃(𝑥→𝑓)𝑥𝑚+1 + 𝑏𝑓) forget gate  (1) 

 

𝑖𝑚+1 = 𝜎(𝜃(ℎ→𝑖)ℎ𝑚 + 𝜃(𝑥→𝑖)𝑥𝑚+1 + 𝑏𝑖) Input gate  (2) 

 

�̃�𝑚+1 = tanh (𝜃(ℎ→𝑐)ℎ𝑚 + 𝜃(𝑤→𝑐)𝑥𝑚+1) update candidate  (3) 

 

𝑐𝑚+1 = 𝑓𝑚+1ʘ𝑐𝑚 + 𝑖𝑚+1ʘ�̃�𝑚+1 memory cell update  (4) 

 

𝑜𝑚+1 = 𝜎(𝜃(ℎ→𝑜)ℎ𝑚 + 𝜃(𝑥→𝑜)𝑥𝑚+1 + 𝑏𝑜 Output gate  (5) 

 

ℎ𝑚+1 = 𝑜𝑚+1ʘtanh (𝑐𝑚+1) Output  (6) 

 

The operator ʘ is included in the elemental product. The result of adding hidden states that can be 

implemented in  ℎ𝑚 with  𝑐𝑚. as a representation of memory cells is the definition of the LSTM model. The 

gate form is the value of the memory cells present at each mth time which consists of the sum of the two 

qualities: 𝑐𝑚−1 is the value of the previous memory cell, while 𝑐𝑚 is the value of the memory cell after it has 

changed, after being calculated from the previous input in the current 𝑥𝑚form and the previous hidden state 

in ℎ𝑚−1form. Furthermore, ℎ𝑚 is calculated from the cell memory, where the non-linear function path during 

the update is not passed by the memory cell, so information can be worked on over a remote networ [4]. The 

preceding hidden state will be determined by each gate controlled by a weighted vector (e.g.𝜃(ℎ→𝑓)) and 

input current (e.g. 𝜃(𝑥→𝑓)), plus a vector offset (e.g. 𝑏𝑓). The LSTM status after reading tokens is represented 

(ℎ𝑚, 𝑐𝑚) in an operation that can informally be summarized as (ℎ𝑚, 𝑐𝑚) = LSTM 〖(𝑥𝑚, (ℎ𝑚−1, 𝑐𝑚−1)). 

And the results obtained that LSTM can outperform standard artificial neural networks in a variety of 

problems displayed in square-shaped gates with dotted edges. the next word wm + 1 is stripped using hm 

existing in the LSTM language model. LSTM outperforms standard recurrent neural networks in various 

problems, such as language modelling problems [4].  

One of parallel computerized models is the LSTM model. Parallel computing is a type of 

computation in which various process calculations can be carried out simultaneously, while the application of 

parallel computing can run algorithm more quickly in the appearance of the model used in this study [15], 

[16]. Based on that study, we choose parallel computing models to researched more deeply. 

 

2.3.   BiLSTM model 

The BiLSTM model is a model that combines the advantages of the BiRNN model and the LSTM 

model [17]. The BiLSTM model is used to propagate the use of forward and reverse directions. The BiLSTM 

model is a two-way network used to store future data and past data, which is more effective in the LSTM 

model [18]. In the feature-based model, traits related to shape knowledge are processed by feature suffixes in 

the neural network. Embeddings are a technique used to handle the sparse matrix of the bag of words. One 

application of feature suffixes in neural networks is that they can be inserted by constructing the invisible 

embeddings of words from their spelling or morphology. One way to do this is to incorporate additional two-

way RNN layers, one of which is for each word in the vocabulary. The BiLSTM model is one of many 

parallel computations. The first step is to encode w(𝑝) dan the w(𝑞) query using two LSTMs. This process is 

known as Bidirectional LSTM (BiLSTM)  
 

ℎ(𝑞)  = 𝐵𝑖𝐿𝑆𝑇𝑀(w(𝑞);  θ(𝑞)) (7) 
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ℎ(𝑝) = 𝐵𝑖𝐿𝑆𝑇𝑀(𝑤(𝑝);  θ(𝑝)) (8) 

 

The questions are represented by the vector u, vertically combining final states from left to right, 

and are represented by matching the ending state vertically from left to right. 
 

𝑢 = [ℎ(𝑞)
𝑀(𝑞)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗; ℎ(𝑞)
0

⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ] (9) 

 

Vector (𝑢(𝑞))
𝑇
is the result of applying the vector u with equation ℎ𝒎 = 𝑔(𝑥𝑚, ℎ𝑚−1),𝑚 =

 1, 2, …  𝑀, (based on [4]) which has been transposed, 𝑊𝑎is a weight matrix with index α, ℎ𝑚
(𝑝)

 is the result of 

implementing the hidden state with (8), and vector (α�̃�)  ̃ is a representation of what is expected and is 

calculated by, 
 

α�̃� = (𝑢(𝑞))
𝑇
𝑊𝑎ℎ𝑚

(𝑝)
 (10) 

 

α = SoftMax(α̃) (11) 
 

𝑜 = ∑ α𝑚ℎ𝑚
(𝑝)𝑀

𝑚=1  (12) 
 

In (11), the vector α is the result of the SoftMax function of α̃. In (12), these vectors can be arranged 

equal to the corresponding element in h(p), assuming that the candidate’s answer (vector o) is the span of the 

original text. The score of each candidate for answer a is calculated by the product in, 
 

�̂� = a𝑟𝑔max
𝑐

𝑜. 𝑥𝑐 (13) 

 

2.4.   Greedy method 

The next step after choosing a model is to determine the programme method. The greedy method 

was chosen as the programme method that is used because it is the implementation of the LSTM model, when 

it is run, the programme can process data in a faster time, so that it can increase the accuracy of the selected 

model [19]. While the Greedy algorithm is well understood to be able to produce reasonable estimates for a 

wide class of functions, it can be seen that it performs much better than one might expect from a greedy 

algorithm [20]. Based on [18], relatively increasing candidate solutions by trying to approach the optimal 

solution is Greedy 's algorithm. The greedy method is an implementation of the LSTM and BiLSTM models, 

which is at run time, the time used in processing data is faster and it can increase the accuracy of the selected 

model. 
 

2.5.   Seq2seq model 

In Figure 1, the important things that must be understood about the seq2seq model implementation 

are presented. The seq2seq model functions to generate various responses to user input, so it can implement a 

question and answer system, where the Python-based Jupyter Notebook Software is chosen as a programme 

that can view programme input and output [19]. 
 

 

 
 

Figure 1. Generation of neural responses in dialogue at the encoder decoder model [19] 

 

 

3. DATA IMPLEMENTATION IN THE PYTHON PROGRAMME 

Systematically, the programme planning is compiled in implementing data from the Jupyter 

Notebook software in the Python programme as follows: Firstly, choose the appropriate software, they are 

choosing a programme that can process data well, having performance in software data processing and having 

the availability of supporting attributes that needed in creating the programme. Secondly, the programme 

performance is influenced by the selection of model that follows the characteristics of the data, so when 

choosing a model and supporting attributes, it is necessary to pay attention to it. The outcome of a programme 
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about its ability to determine a high or low level of accuracy are the major factors in choosing which 

programme to used. So, seeing that the LSTM Model was chosen as the model applied to this programme, it 

is because it is in accordance with the model selection requirements. In addition to the main factors, 

supporting factors are also the determining factors whether the processing of data is in line with the criteria in 

question. It will make the data verifiable. The input sentence that has been processed by the seq2seq model 

with other programme structures and models, then the output sentence will be issued, it is as a chatbot 

programme result. Finally, establish the method of programme evaluation. Several choices of evaluation 

methods that can be used include: loss, accuracy, val_loss and val_accuracy, so that from these cases [19] 

text classification evaluation methods such as simple binary detection tasks can be considered its use. 

Spam detection for example, it assigns a positive or negative label to spam according to the category 

an email document, it should be able to define, and also it must be able to identify an item as spam or not. As 

presented in (14): 
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
 (14)  

 

Based on the theory [20], there are several things that need to be prepared for the value of losses, 

they include x for observation and stated is for the function of losses that is expressed by (15): 
 

𝐿(ŷ, 𝑦) = 𝑇ℎ𝑒 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑡𝑟𝑢𝑒 𝑦 𝑣𝑎𝑙𝑢𝑒 (15) 
 

Here is a calculation to determine the closeness of the output classification. Here is a calculation to 

determine the closeness of the output classification ŷ =  𝜎(𝑤. 𝑥 + 𝑏)) to the actual output (y, which is 0 or 1). 

The training process is used to calculate the error rate that is derived in calculated model, it is used to observe 

the validation set loss function. It is as defined in [21] about the meaning of loss value validation. The model 

that has been selected and trained, it is then evaluated for its effectiveness as a classification task. This can be 

done by calculating the percentage of samples that have been classified, as follows: 

 

𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 (16) 

 

The equation (16) shows the misclassification can be calculated and equipped with a classification 

rate, where is the calculation of the model error rate as follows: 

 

𝑒𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑜𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑣𝑒𝑟 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝑠 𝑠𝑒𝑡

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛𝑠 𝑠𝑒𝑡 
  (17) 

 

The loss function calculated on the predefined model validation set will result in the percentage, as 

was the case of [22], through the graph presented in Figure 2, we can compare the losses the dataset of 

training and the validation set of val_loss. From the graph, obtained that the result of a validation loss may be 

higher or lower than the loss value of the training data set, so this condition is called underfitted or overfitted. 

Accuracy is then chosen for the evaluation method of chatbot programme, after comparing each 

programme’s evalution method that accordingly. After getting the suitability value between the form of two 

sentences, it will be used as the accuracy value that will be used as a chatbot programme evaluation method. 

The selected model will then be applied to find the differences of words located in sentences during the 

training period [23]. 

 
 

 
 

Figure 2. Comparison chart of epoch to loss and epoch to accuracy [22] 
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4. APPLYING DATA IMPLEMENTATION IN THE PYTHON PROGRAMME 

Accuracy was chosen as the method of programme evaluation in accordance with the selected 

chatbot programme after comparing the evaluation methods of each programme. In order to study the need to 

implement a chatbot in the question and answer system, this section will explain. The solution methodology 

that will be used in this research starts from understanding the background of the importance of the role of 

the chatbot in the question and answer system, determining the steps for making a chatbot, applying various 

models, methods, applying data into the programme, selecting evaluation methods that have been described 

in more detail from the session 1 to 3. 

 

4.1.   Description of the problem 
Many questions will certainly be asked by consumers based on certain data in the face of dynamics 

in this modern era. In order to provide easy access and convenient operational time, chatbots need to be 

created. So, the question and answer service between humans and chatbot programmes (machines) can run. 

This is as an implementation of the quastion & answer system data. 

 

4.2.   Programme making 

In Figure 3, we show how to steps by steps in programme making to build the chatbot. 

 

 

 
 

Figure 3. Programme making flowchart 

 

 

5. RESULTS AND DISCUSSIONS 

From the chatbot programme that has been created, 6 files are generated, 3 files from the 

implementation of the LSTM model into the chatbot programme and 3 files from the BiLSTM model into the 

chatbot programme. In Table 1, the LSTM model is used to test the parameter pairs. Secondly, epoch (4 

different amounts, 20, 30, 40, 50) will be tested with different numbers of epochs, adjusting for other 

parameter pairs, to determine which parameter pair is the most accurate in the two selected models [24]. In 

Table 1, the LSTM model is used to test the parameter pairs (File 1, File 2, and File 3), and BiLSTM model 

(File 4, File 5, and File 6). The purpose of having differentvalues in the parameter is to produce better 

accuracy and compare the differences between the number of differences in the same parameter, whether it 

can have better output results than the test results on the parameter pairs in the experiment. 
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Table 1. Data tested on LSTM and BiLSTM chatbot 
Parameter Pair File 1, File 4 File 2, File 5 File 3, File 6 

size_layer 128 256 512 
num_layers 2 2 2 

embedded_size 64 128 256 
learning_rate 0.001, 0.0015 0.001, 0.0015 0.001, 0.0015 

batch_size 8 16 32 

epoch 20,30,40,50 20,30,40,50 20,30,40,50 

 

 

According to the number of parameters in LSTM Chatbot, in 3 different files (with each value of the 

size_layer parameter different in each file, namely: 128, 256, 512) will be tested for a total of 8 trials each, 

with 4 parameters with the number of values in the same parameters in each file.  

 First, the size_layer (in the form of the number of layer sizes that will be applied to the programme, in 

general, multiples of 2 are used such as 16, 32 and 64, based on [25]) in the programme to be discussed is 

an applied size_layerwith the values 128, 256 and 512. 

 Second, Num_layers (in the form of n number of layers that will be applied to the programme [26]) in the 

programme to be discussed is an appliedsize_layer with a value of 2.  
 Third, the embedded_size (in the form of the number of sizes of the embedded vector that will be applied 

to the programme); in general, multiples of 2 are used such as 8, 16, 32 and 64 [26] in the programme to 

be discussed is an applied size_layer with values 128, 256 and 512.  
 Finally, the batch_size (in the form of a batch size that will be applied) in the programme to be discussed 

will affect programme performance [24]. Therefore, in this programme, the batch_size will be tested with 

a value of 8, 16 and 32. 
Besides having the same parameters, it will also be tested for various parameters with a number of 

values for different parameters. Based on the programme test conducted in [27], one of the parameters tested 

in a different number of values is epoch. In this programme, manyparameters will be tested with a number of 

different values. The Figure 4 presents the parameter pair data in each file, which is the best parameter pair of 

the 6 files tested and will not be rated if the value is> 1.0, this condition is called an overfit (where if the 

training level is very good in accuracy, but when testing the results are not good). In Figure 4 will be selected 

which has the best average accuracy, which is a scale of 0,0 to 1,0. So, from all the tests that have been done, 

it is obtained Parameter Pair 1 from file 6 is the best parameter pair of BiLSTM chatbot, which is with an 

average accuracy value of 0,995217. Based on the reference, on results of applying the BiLSTM model in 

domain-specific Chinese word segmentation, the accuracy rate is 95.7415% or 0,957415 [17]. Based on 

comparison result in this study and the results of the application of the BiLSTM model carried out by [17] is 

better the research reference. 

 

 
 

Figure 4. Parameter pair comparison chart based on file data results 
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Hope in order to achieve more effective result, to get better model performance can combine the 

models. Other than that, we hope to improve the BiLSTM Chatbot with make modifications to the model 

architecturethat will result in better accuracy [28], [29]. We will also increase the amount of data analysed, 

aiming to encourage researchers to propose methods that produce better, more efficient results [30]. 

 

 

6. CONCLUSION  

After applying the BiLSTM model to the chatbot, we were able to deduce from all the test results of 

the programme that had been conducted with a variety of different parameter pairs, then it is obtained the 

result, if the Parameter Pair 1 (size_layer 512, num_layers 2, embedded_size 256, learning_rate 0.001, 

batch_size 32, epoch 20) from File 6 is the best parameter pair of BiLSTM Chatbot with an average accuracy 

value of 0.995217. For future work, the researcher should improve latest model, trying to increase the 

number of proportions in the data to be studied, so as to produce better research results. 
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