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 This paper proposes a new hybrid method between the learning-based and 

handcrafted methods for a stereo matching algorithm. The main purpose of 
the stereo matching algorithm is to produce a disparity map. This map is 

essential for many applications, including three-dimensional (3D) 

reconstruction. The raw disparity map computed by a convolutional neural 

network (CNN) is still prone to errors in the low texture region. The 
algorithm is set to improve the matching cost computation stage with hybrid 

CNN-based combined with truncated directional intensity computation. The 

difference in truncated directional intensity value is employed to decrease 

radiometric errors. The proposed method’s raw matching cost went through 
the cost aggregation step using the bilateral filter (BF) to improve accuracy. 

The winner-take-all (WTA) optimization uses the aggregated cost volume to 

produce an initial disparity map. Finally, a series of refinement processes 

enhance the initial disparity map for a more accurate final disparity map. 
This paper verified the performance of the algorithm using the Middlebury 

online stereo benchmarking system. The proposed algorithm achieves the 

objective of generating a more accurate and smooth disparity map with 

different depths at low texture regions through better matching cost quality. 
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1. INTRODUCTION  

Recent years have seen a rise in the number of significant advancements in the stereo vision area. As 

one of the active topics under stereo vision, the stereo matching problem still appears to be actively discussed 

among researchers around the globe today [1]. One of the objectives in stereo matching algorithm 

development is to produce a disparity or depth map. The map contains the disparity values between pixel 

locations of matching features in the left and right images. The map can provide the depth information 

between the camera and object. This information is valuable for applications such as three-dimensional (3D) 

reconstruction, obstacle avoidance, robotics, and navigation. The stereo vision approach also has been used to 

generate the 3D facial image for facial recognition [2]. 

Besides the stereo-based approach, as mentioned by [3], the single view or monocular-based method 

can also produce depth-related information. This approach can generate a disparity map using a single image. 

However, as [3] and [4] pointed out, the monocular depth method was less accurate than the stereo-based 

approach. It is because the multi-view contains a broader amount of information compared to the single-view 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 25, No. 1, January 2022: 223-231 

224 

approach. Another merit for the stereo-based method, as mentioned by [4], is the capability to outperform the 

monocular method in recovering the objects of interest. 

Another method for generating depth-related information is light detection and ranging (LiDAR). 

LiDAR uses the laser approach to sense the depth and perform the depth measurement. LiDAR method can 

provide accurate 3D points [4]. However, this method is not very cost-effective and time-consuming [5]. Due 

to the highlighted shortcomings in monocular and LiDAR methods, we are inspired to continue working on 

the stereo-based method and propose our algorithm. 

Figure 1 illustrates the crucial steps for the stereo vision algorithm. The formalization of the 

algorithm steps is related to the previous literature [6]-[9]. The first step is matching cost computation. Some 

researchers utilize the directional intensity difference to compute matching costs [10]. The calculation of 

absolute and squared differences is also commonly used because it requires low computational complexity. 

The next step, cost aggregation, can decrease the errors in the initial matching cost. The edge-preserving 

filters such as bilateral filter (BF) [11] and guided filter (GF) [12] can achieve the purpose. These filters 

maintain a good edge while smoothing the input. Thus it provides better results in the aggregation step than 

the low pass filters (Gaussian and box filter). The third step is in charge of assigning a value to the disparity 

map. Winner-take-all (WTA) optimization is the most popular method for this step for the local approach. In 

WTA, the smallest cost value disparity will be selected for every pixel location [7] to generate an initial 

disparity map. The third step’s initial disparity may still contain errors caused by occlusions, low textures, 

and invalid matches [13]. So, the final step may include multiple post-processing steps to refine the map. The 

authors of [12] used the left-to-right consistency (LRC) check process to identify the void matched pixels. 

The median filter is also commonly used for local refinement [14]-[16]. It is another type of non-linear filter 

for denoising purposes. Due to its complexity, this final step can add additional time to the overall process.  
 

 

 
 

Figure 1. Stereo vision algorithm steps 

 

 

Deep learning has become the driving force behind advancements in the computer vision field [17]. 

Deep learning utilizes artificial neural networks to learn a large amount of data [18] mentioned that 

conventional stereo vision performance will be improved by incorporating deep learning for recognition 

tasks. Implementation of deep learning on stereo vision can be divided into two approaches. The first 

approach is the deep learning approach combined with a traditional handcraft algorithm matching cost with a 

convolutional neural network (MC-CNN-acrt) [14]. MC-CNN-acrt architecture outperforms other stereo 

matching conventional methods on Middlebury [19] benchmarking systems [14] construct and train their 

convolutional neural network (CNN) based network using binary classification to solve matching cost 

computation steps. Another researcher in [20] proposed CNN-based similarity learning in Euclidean space 

using a dot product. The method computes faster than MC-CNN, but the result is less accurate. CNN is also 

used in stereo matching because of its feature extraction capabilities and vigorous radiometric difference [15]. 

The second approach is the pure deep learning end-to-end network. This approach does not require any 

handcrafted algorithm. The end-to-end style deep learning network performs all stereo matching stages in 

one combination network. Geometry and context network (GC-Net) by [21] uses 2D CNN to form cost 

volumes and uses soft-argmin layer to regress the disparity values [22] introduce PSMNet, a faster and more 

accurate disparity map than GC-Net.  

The hybrid method between learning and handcraft algorithm was also introduced by [23] recently. 

Their deep learning network produces a disparity map and predictions of uncertainties. They also propose a 

handcrafted method to enhance their disparity map using a modified SGBM algorithm (SGBMP) by [23], [24] 

introduces a hybrid model between CNN and the learning-based conditional random field (CRF) model to 

form an end-to-end learning network. The performance of the hybrid and pure end-to-end methods will be 

discussed further in section 3. 

The author of [25] concluded, the end-to-end method still has some demerits in the ill-posed region 

and is computationally expensive. Additionally, [14] also pointed out that the raw disparity map generated by 

a CNN is prone to errors in the low texture and the occluded region. The problem with the low texture region 

is also mentioned by [13], affecting the similarity measurement. Other researchers [26]-[28] also stated that 

the low texture region is one of the challenging areas to cater to in stereo matching methods. So, in the 
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following section of this paper, we will present our proposed stereo matching algorithm. This paper’s main 

contribution is the hybrid converged classification CNN fused with directional intensity information for the 

matching cost computation stage. The main objective is to produce a better disparity map by focusing on the 

low texture region errors. 

 

 

2. THE PROPOSED METHOD  

As mentioned in the earlier section, we present our proposed algorithm as categorized in [6]. A 

summary view of our algorithm is illustrated in Figure 2. Our proposed algorithm is comprised of four stages,  

 

 

 
 

Figure 2. The proposed stereo vision algorithm steps 

 

 

2.1.  Matching cost computation 

Our CNN-based model is inspired by the MC-CNN-acrt [14] architecture. However, we did improve 

the architecture, as discussed in [29]. In this paper, we extend the improvement through our new findings. As 

discussed in our previous work, the converged classification method in our Siamese-based CNN model [29] 

has been used for the matching cost computation stage. We then fused it with additional directional intensity 

differences to improve the accuracy of matching costs computed in this stage. We maintained the eight layers 

of our CNN architecture as in our previous work. The network will produce a similarity score that provides a 

binary classification of good or bad matching. Based on (1), CCNN reflects the cost value for all disparities d at 

each pixel position p. 

 

𝐶𝐶𝑁𝑁(𝑝, 𝑑) = −𝑠(𝑃𝑁
𝐿(𝑝), 𝑃𝑁

𝑅(𝑝 − 𝑑)) (1) 

 

Input patches of NxN size from left and right image, 𝑃𝑁
𝐿  and 𝑃𝑁

𝑅 respectively supplied to the CNN. 

The minus sign would translate the score of similarity to the initial matching cost. The matching cost values 

obtained by (1) are also discussed in [29]. Another crucial part of this cost computation stage is the 

directional intensity difference. The second part of the cost function is defined in (2). 

 

𝐶𝐷𝐼(𝑝, 𝑑) = 𝛼 ⋅ 𝑚𝑖𝑛(∥ 𝐼𝐿(𝑝) − 𝐼𝑅(𝑝) ∥, 𝜏1)  + (1 − 𝛼) ⋅ 𝑚𝑖𝑛 (∥▽
𝑥

𝐼𝐿(𝑝) −▽
𝑥

𝐼𝑅(𝑝) ∥, 𝜏2)  (2) 

 

Here 𝐼(𝑝) represent the colour vector of a pixel at position p. ▽x is the directional intensity 

difference in the x-direction. Α balances the directional intensity difference values, while τ1 and τ2 are 

truncation values. This paper improves the matching cost step from our previous work [29] by combining it 

with the directional intensity difference-based cost volume, CDI, as in (3). 

 

𝐶𝐼𝑀(𝑝, 𝑑) = 𝐶𝐷𝐼(𝑝, 𝑑) + 𝜆 ⋅ 𝐶𝐶𝑁𝑁(𝑝, 𝑑) (3) 

 

The parameter λ will balance the cost volumes. The raw matching cost volume cost from this stage is defined 

as CIM. 

 

2.2.  Cost aggregation 

In the second stage, we refine the raw matching costs to create a more accurate disparity map. It is 

because the initial cost volume generated from the previous stage is prone to noises. Therefore, we aggregate 

cost volumes in this stage using a bilateral filter (BF). The BF is responsible for performing smoothing 
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operations while keeping the edges sharp on the matching costs. The BF [11] defined in (4) will aggregate 

the raw matching cost volume, CIM. 
 

𝐵𝐹[𝐼]𝑝 =
1

𝑊𝑝
∑ 𝐺𝜎𝑠𝑞𝜖𝑆 (∥ 𝑝 − 𝑞 ∥)𝐺𝜎𝑟

(∣ 𝐼𝑝 − 𝐼𝑞 ∣) (4) 

 

Where 𝑊p is the normalization factor. 𝐼𝑝 and 𝐼𝑞 represent the intensity at pixel position 𝑝 and 𝑞, respectively. 

𝑝 represents the (𝑥, 𝑦) coordinates pixel of interest while the neighbouring coordinate 𝑞 is within support 

region 𝑆. The aggregated cost is denoted as CAGG in (5) at the end of this step. 
 

𝐶𝐴𝐺𝐺(𝑝, 𝑑) = 𝐵𝐹[𝐼]𝐶𝐼𝑀(𝑝, 𝑑) (5) 
 

2.3.  Disparity computation / optimization 

Using winner-take-all (WTA) optimization, we computed the disparity map for this disparity 

computation stage. We employ WTA optimization as defined in (6) to produce an initial disparity map, 𝑑(𝑝). 
 

𝑑(𝑝) = argmin
𝑑𝜖𝑑𝑟

(𝐶𝐴𝐺𝐺(𝑝, 𝑑)) (6) 

 

The sets of disparity values of 𝑑𝑟 obtained from the ground truth. The 𝑑(𝑝) is the chosen disparity value for 

position 𝑑(𝑝), which represents 2D coordinates (𝑥, 𝑦). 
 

2.4.  Disparity refinement 

This refinement stage consists of several steps. As discussed by [12], left-right consistency (LRC) 

check and interpolation were also used to deal with occlusion and mismatches. Firstly, we employ LRC to 

identify invalid pixels. Then the detected invalid pixel is replaced with a valid pixel using the hole-filling 

process. After that, we implemented a guided image filter (GIF) due to its good edge-preserving capabilities. 

The filter kernel for GIF is implemented in this paper as defined in (7). 
 

𝐺𝑝,𝑞(𝐼) =
1

∣𝑤 ∣
2 ∑ (1 +

(𝐼𝑝−𝜇𝑘)(𝐼𝑞−𝜇𝑘)

𝜎𝑘
2+𝜀

)𝑞𝜖𝑊𝑘
 (7) 

 

Where I the guidance image and p represent the (x; y) coordinates pixel of interest. Another pixel position, q, 

denote the neighbouring pixel in the support region wk. Then, σ and µ are the variance and mean of the 

intensity values, respectively. The parameter, 𝜀 is used as a control element for the smoothness term. The 

refined disparity map using GIF is defined as 𝑑𝐺𝐹 in (8). 
 

𝑑𝐺𝐹(𝑝) = 𝐺𝑝,𝑞(𝐼)𝑑(𝑝) (8) 

 

The weighted median filter (WMF) was implemented to remove any existing outliers in the disparity 

map. We use the following cosine similarity weight function as defined in (9) for the weighted median 

filtering. 
 

𝑊𝑝
𝑐𝑜𝑠 =

𝐼𝑝⋅𝐼𝑞

∥𝐼𝑝∥⋅∥𝐼𝑞∥
 (9) 

 

𝑑𝑓(𝑝) = 𝑊𝑝
𝑐𝑜𝑠ℎ(𝑝)𝑑𝐺𝐹(𝑝) (10) 

 

After the WMF is implemented, the final disparity map generated from the whole proposed 

algorithm represented by 𝑑𝑓(𝑝) in (10). The following section will provide an overview of the proposed 

method’s performance quantitatively and qualitatively, 
 

 

3. RESULTS AND DISCUSSION 

Several tests were executed on a personal computer (PC) platform to examine the proposed method’s 

performance using Middlebury v3 datasets [19]. The main code runs on the Python platform, utilizing Keras 

and Tensorflow library to perform the CNN architecture’s inference. The hardware used in this test is a PC with 

Intel Core i5 3.0 GHz with 16 GB DDR3 RAM and the Nvidia GTX1060 GPU. We maintained the 

hyperparameters of our CNN model, similar to our previous work. The image datasets for the tests were taken 

from Middlebury online benchmarking system [19]. The results of the proposed algorithm are also compared 

with other methods such as MC-CNN-acrt and MC-CNN-fst by [14], pyramid stereo matching network 
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(PSMNet_ROB) by [22], hybrid CNN+CRF models by [24] (labelled as JMR), SGBMP by [23], MC-CNN-WS 

by [30] and line segment based efficient large scale stereo matching (LS_ELAS) by [31]. Table 1 shows the 

results obtained for All errors (error of invalid disparity values in all pixels). Another metric used is shown in 

Table 2, which illustrates the NonOcc error percentage (error of invalid disparity values in non-occluded pixel). 

Based on the All errors results in Table 1, the proposed algorithm framework outperforms the 

original MC-CNN-acrt and other published methods. The proposed method can reduce the average errors 

down to 9.29%. It can also perform better than another recently published deep learning method denoted as 

SGBMP [23] and JMR [24]. However, there is a considerable difference between the SGBMP method’s 

results and ours, especially on the Jadeplant, PianoL, Vintage and PlayTable images.  

Based on the quantitative comparison of NonOcc error percentage in Table 2, the proposed method 

performed moderately. However, the proposed method still performed better than the end-to-end network-

based method, PSMNet [22]. The proposed method generates output with 6.05% of errors, while PSMNet 

produces 9.60%. Thus, except for the Vintage and Piano images, our proposed method outperforms PSMNet 

in almost every image. 
 

 

Table 1. Results from Middlebury benchmark - All error 
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Adirondack 5.37 2.17 6.50 4.24 5.32 8.83 5.73 9.31 

ArtL 8.36 18.00 9.33 18.70 19.20 13.90 20.50 5.90 

Jadeplant 37.60 24.70 56.80 34.10 32.60 68.40 36.30 64.50 

Motorcycle 7.24 5.98 5.04 7.21 8.75 8.26 9.39 7.24 

MotorcycleE 7.29 6.90 5.43 7.22 8.83 9.16 9.37 7.65 

Piano 6.63 6.14 4.77 6.00 8.12 5.89 8.13 6.25 

PianoL 7.88 7.27 14.80 9.35 17.20 10.50 16.10 9.69 

Pipes 11.40 11.00 7.85 13.50 15.50 14.40 16.70 12.80 

Playroom 9.78 17.50 7.62 18.30 18.60 9.38 18.70 10.10 

Playtable 4.72 8.18 10.60 9.71 13.60 5.54 11.50 23.90 

PlaytableP 4.48 7.44 3.78 9.37 9.75 5.52 10.10 4.27 

Recycle 3.79 2.96 3.19 4.64 5.00 4.98 5.05 7.39 

Shelves 8.44 7.81 5.00 6.62 8.91 11.60 9.83 8.48 

Teddy 3.64 8.98 3.35 9.31 10.40 3.87 11.00 2.98 

Vintage 9.96 10.30 30.00 21.60 15.80 9.66 20.80 14.00 

Average 9.29 9.57 11.20 11.80 12.80 13.30 13.70 12.90 

 
 

Table 2. Results from Middlebury benchmark - NonOcc error 
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Adirondack 0.92 0.76 1.21 1.66 3.23 3.87 7.32 8.46 

ArtL 2.18 2.49 2.84 4.27 5.79 4.96 9.69 3.83 

Jadeplant 6.01 16.30 10.00 12.80 19.00 29.30 44.50 41.10 

Motorcycle 1.26 1.27 1.62 2.26 4.59 3.45 5.55 5.12 

MotorcycleE 1.27 1.27 1.61 2.18 4.50 3.89 6.12 5.80 

Piano 2.21 1.83 3.17 3.21 5.88 3.82 5.01 5.54 

PianoL 4.03 5.07 13.20 11.70 7.31 14.40 9.82 8.97 

Pipes 2.12 2.29 3.20 4.27 7.05 3.94 9.86 7.44 

Playroom 1.94 2.27 3.13 3.49 6.75 5.09 7.33 8.76 

Playtable 2.20 3.11 5.78 3.78 3.58 9.74 4.40 22.40 

PlaytableP 1.65 3.03 2.97 3.31 3.51 2.70 4.43 3.47 

Recycle 1.30 2.48 1.95 1.83 2.97 2.91 3.73 6.93 

Shelves 5.51 4.41 6.26 7.02 7.39 4.64 11.10 8.26 

Teddy 1.15 1.07 1.12 2.00 2.51 1.80 3.44 2.29 

Vintage 3.73 14.80 9.16 14.30 8.08 26.10 8.07 13.10 

Average 2.30 3.81 3.87 4.63 6.05 7.25 9.60 9.66 
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The qualitative comparison of the methods is illustrated in Figure 3. The ground truth image of 

PlayTable image is shown in Figure 3(a). The PlayTable image pair (illustrated as left and right image in  

Figure 3(b) and Figure 3(c) respectively) contains a low texture region in the floor area of images. Based on 

Figure 3(d), the proposed method produces a smooth disparity map with different depths in the region with low 

texture and plain colour. Qualitatively, the map produced is more accurate than the disparity map generated by 

other methods such as SGBMP, JMR, MC-CNN-WS, MC-CNN-acrt and LS_ELAS (illustrated in Figure 3(e), 

Figure 3(f), Figure 3(g), Figure 3(h) and Figure 3(i) respectively). This proposed method achieved the objective 

of this work, to reduce the error in the low texture region, as mentioned in the earlier section. The All error 

recorded for the PlayTable image is the best among other methods, as illustrated in Table 1.  
 

 

 
(a) 

 

 
(b) 

 
(c) 

 
(d) 

 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

 

Figure 3. Middlebury - PlayTable image comparison, (a) ground truth, (b) left, (c) right, (d) proposed 

method, (e) SGBMP, (f) JMR, (g) MC-CNN-WS, (h) MC-CNN-acrt, (i) LS_ELAS 
 

 

The effectiveness of combining the cost volumes 𝐶𝐷𝐼 and 𝐶𝐶𝑁𝑁 into CIM in step 1 as discussed in 

section 2.1, is proven. The combined cost volumes, CIM helps reduce the error from 16.2% to 9.29% for All 

errors and from 14.4% to 6.05% for NonOcc error in the Middlebury online stereo benchmarking system. For 

qualitative comparison, Figure 4(a) depicts the left image of the Adirondack image. Figure 4(b) illustrated the 

disparity map for the Adirondack image when CDI was used without CCNN. In addition, Figure 4(c) 

demonstrates the effect of combining both cost volumes (CIM). Thus, this combination contributes to better 

accuracy generated through the proposed matching cost computation steps.  
 

 

 
(a) 

 
(b) 

 
(c) 

 

Figure 4. Middlebury-Adirondack image (a) left image, (b) without proposed method, and (c) proposed method 
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4. CONCLUSION 

In conclusion, we demonstrate the hybrid learning-based method combined with a handcrafted 

method to perform matching cost computation. The initial cost volume created may contain noises, so the 

cost aggregation step was implemented to reduce errors. BF has been used as an edge-preserving filter to 

maintain the sharp edge while smoothing the input. WTA was employed to compute the initial disparity map. 

The final disparity map generated through post-processing steps includes LRC, hole filling, GIF, and WMF. 

Based on the final disparity map, we conclude that the proposed algorithm enhances the disparity map’s 

accuracy in the low texture region while maintaining the object edge. Furthermore, the proposed algorithm 

can perform competitively compared to other published methods based on the Middlebury stereo 

benchmarking system. 
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