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 The developing of deep learning systems that used for chronic diseases 

diagnosing is challenge. Furthermore, the localization and identification of 

objects like white blood cells (WBCs) in leukemia without preprocessing or 

traditional hand segmentation of cells is a challenging matter due to irregular 
and distorted of nucleus. This paper proposed a system for computer-aided 

detection depend completely on deep learning with three models computer-

aided detection (CAD3) to detect and classify three types of WBC which is 

fundamentals of leukemia diagnosing. The system used modified you only 
look once (YOLO v2) algorithm and convolutional neural network (CNN). 

The proposed system trained and evaluated on dataset created and prepared 

specially for the addressed problem without any traditional segmentation or 

preprocessing on microscopic images. The study proved that dividing of 
addressed problem into sub-problems will achieve better performance and 

accuracy. Furthermore, the results show that the CAD3 achieved an average 

precision (AP) up to 96% in the detection of leukocytes and accuracy 94.3% 

in leukocytes classification. Moreover, the CAD3 gives report contain a 
complete information of WBC. Finally, the CAD3 proved its efficiency on 

the other dataset such as acute lymphoblastic leukemia image database 

(ALL-IBD1) and blood cell count dataset (BCCD). 
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1. INTRODUCTION 

There are three main components of blood; red blood cells (RBC), white blood cells (WBC) and 

platelets. Microscopic test of blood smears plays an important role to diagnose many blood diseases. The 

white blood cells is the important component in human immune system [1]. There are four main types of 

white blood cells called lymphocytes, monocytes, neutrophils and eosinophil as shown in Figure 1 [2]. The 

number of white blood cells for each types and the total number of WBCs give us important information 

about the human health status. Moreover, it facilitates diagnosis of many blood diseases such as leukemia [3]. 

According to the type of infected cells and severity level, leukemia was divided into four main types: acute 

myeloid leukemia (AML), acute lymphoblastic leukemia (ALL), chronic myeloid leukemia (CML), and 

chronic lymphocytic leukemia (CLL) [2].  

However, detection and classification of white blood cells from microscope images without pre-

processing by deep learning is a challenge due to the lack of data, noise in resolution, irregular shape and 

color as they are from different sources. Traditionally, researchers used machine as an assistant for human to 

analysis medical images. The systems were consist of two main steps: features extraction and learning 

https://creativecommons.org/licenses/by-sa/4.0/
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algorithms. In other side, many studies used image pre-processing as a main step for segmentation, feature 

engineering and manually object extraction to obtain high performance of detection and classification [4]. 

In other hand, some researchers mix between traditional techniques and deep learning to diagnosis 

some diseases and medical images analysis [5]–[7]. As first step the researchers prepare dataset to be ready 

for learning algorithms, this step includes preprocessing which means to apply some functions on data such 

as segmentation and filtration. The second step input data to deep learning algorithms such as convolutional 

neural network (CNN) that is used for classification, recognition and detection.  

Recently, the studies try to depend on deep learning algorithms to analyze medical images and diseases 

diagnosing [8]–[10]. The algorithms that used in this respect were such as region-based CNN (R-CNN), single 

shot detection (SSD) and you only look once (YOLO) for detection. Also fully convolutional network  

(FCN) and U-Net used for segmentation while the artificial neural network (ANN) and CNN used for 

classification [11], [12]. Moreover, the diagnosis by computer system that depends on deep learning is a great 

challenge. Deep learning assists to build computer aided design (CAD) system to do that automatically [13]. 

The main problems of this research are The use of preprocessing or segmentation before feeding the data into 

system [11], [14]. How to extract irregular white blood cells from the images that took from different 

sources. The difficulty of classification the irregular shape of white blood cells due to the vast changes in 

cells shape. 

The paper amis using only deep learning approach without any traditional segmentation or pre-

processing for detection and classification of white blood cells in leukemia. This paper is structured as: 

section 2 the background and related works. Section 3 the proposed systems architecture. Section 4 data 

acquisition and augmentation. Section 5 discussing the results and evaluating the CAD3 systems, and  

section 6 is conclusion and mentioning important points. 
 

 

 
 

Figure 1. Types of white blood cell 

 

 

2. BACKGROUND AND RELATED WORK 

The rapid advancement of computer technology provides building of ANN with deep 

architectures for supervised and unsupervised learning such as self-driving cars and cancer detection [15]. 

CNN is considering one of the most common categories of deep learning that especially used for high-

dimensional data such as images and videos. The CNN is widely used for images classifications and objects 

detections [16], [17]. 

 

2.1.  Classification  

The terms CNN refer to a convolutional neural network which are case of deep learning neural 

networks that used mainly for classification [18]. The main different between ANN and CNN is convolution 

operation. The convolutional layer learn local small area with two dimensions while ANN layer learns global 

input space [19]. In Figure 2 the common architecture of CNN. The CNN consist of a set of layers and each 

layer consists of computational elements called neurons [20], [21]. However, there are three main layers used 

in CNN, convolutional layers, pooling layers, and fully connected layers in addition, there are other optional 

layers can use in CNN such as batch normalization and dropout layer [14]. 

The convolutional layer is used to extract feature map by applying kernels over all input image. The 

kernel is small pieces of receptive field which consist of a set of learnable parameters [21], [22]. During 

forward pass process, each kernel convoluted with input image from top left into bottom right. The sliding 

process of kernel on input image is known as stride. Often, after the convolutional operation the feature map 

pass through batch normalization layer which normalize the gradients propagating, activations and make 

training of network easier [23], [24].  

The pooling layer is the other important building block in CNN and it is filter with two dimensional. 

The filter slides on each feature map. The function of pooling layer is reducing the spatial size of the features 

maps [25]. There are several types of pooling layer such as max-pooling, min-pooling and average pooling. 

The max-pooling is common one used in CNN, usually with filter size 2x2 and stride of 2. Thus, the output 

of max-pooling layer is containing the important features of previous feature map [7], [26]. Finally, fully 
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connected which typically placed at end of network, this layer consists of neurons and activation function 

which provide the classification decision [27]. 
 

 

 
 

Figure 2. The main layers of CNN 

 

 

2.2.  Object detection 

The object detection is other approach depend on the deep learning that automatically locating 

interesting objects in a given image. In other word, object detection aims to identify the location of the 

objects in images [28]–[30]. In contrast, the object detection generates features map based on regional level 

of the image by drawn bounding box around the objects [31], [32]. 

There are many algorithms used for object detection such as R-CNN family and YOLO family. This 

paper focus on YOLO v2 algorithm [33], [34]. YOLO is popular detection algorithms used totally different 

approach than based-CNN. The first step of YOLO is dividing the input image into KxK grid cells and each 

cell is responsible for detect the object when the center of the objects falls into. YOLO provide the object 

localization and classification in each grid cell for one object. The limitation of YOLO v1 solved by YOLO v2 

which focused basically on improving localization, average precision and accuracy [26], [35], [36]. Also, 

YOLO v2 use batch normalization which improves better accuracy and high resolution classifier. In Figure 3 

the YOLO v2 architecture. In addition, YOLO v2 used anchor boxes which allows detecting more than one 

object in same grid cell [37]. The YOLO v2 used pre-trained network to extracts feature map such as 

(Alexnet, ResNet 50, and VGG16) [36]. The proposed system used the custom pre-trained network which we 

explain in the next section. 

 

 

 
 

Figure 3. Example of YOLO v2 architecture 

 

 

The extraction feature map pass through transform layer which responsible of organizing the feature 

map and creating YOLO v2 transform layer object to improves the network stability by determining location 

predictions [22], [38]. The YOLO v2 output layer is the last layer which responsible of determining and 

providing location of defined bound box for the target objects [39]. Moreover, this layers contain some 

properties such as loss function, anchor box and classes [40]. In addition, the YOLO v2 used mean suared 

error (MSE) loss function. This function is responsible of optimizing loss between predicted bounding boxes 

and the ground truth for refined bound box locations of output layer of YOLO v2 during training process. 

Recently, many researchers used several methods and techniques in medical aspect, especially 

images analysis, Their aims were extract the main feature of images which was used in automatic diagnosing 

of diseases. Ghane et al. [38] the authors used segmentation technique as a main step by applying 

combination of modified watershed algorithms, thresholding and kmeans clustering. The proposed system 

consisted of three main stages; segmentation of WBCs, extraction of nuclei and separation of overlapping 
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cells and nuclei. The image divides into four various regions which were red blood cells, nucleus of WBC, 

cytoplasm and background. Moreover, the author used preprocessing and morphological operations. In 

addition, applied some filters such cyan, magenta, yellow, and black (CMYK) color space, Otsu thresholding 

for pre-processing. Finally, for the nucleus segmentation used some algorithms such as k-mean algorithm. 

The system achieved similarity measures, precision, and sensitivity respectively were 92.93%, 97.41%, and 

93.78% for white blood cell segmentation. The proposed system was applied on 431 WBCs as dataset. 

Safuan et al. [41] mainly depended on the traditional segmentation to separate white blood cells by using 

system called computer aided system (CAS). This system consisted of four main stages, The first step was 

color space correction, in which the L*a*b color space is used to reduce the correlation between images 

channels. The key word of this step is making four templates of images instead of the original image. The 

second step is segmentation of white blood cells by using Otsu thresholding, CMYK and hue, saturation and 

value (HSV) on color space image. The third step is morphological filter which means eliminate the noises in 

the segmented image by applying two kinds of filters; connected component labeling (CCL) and 

morphological operation. Finally, the system counted and identified the white blood cells by using circle 

hough transform (CHT) method. This method counted the white blood cells by finding the circle for series 

range of radius from minimum to maximum to differentiate between white blood cells and other objects. 

WBC segmentation accuracy which was 96.92%. 

Aliyu et al. [42] proposed two systems to segment and classify the red blood cells basing on the 

shape of cells in images, the red blood cells were classified into normal and abnormal. The first system used 

support vector machine (SVM) to classify extracted feature in red blood cells images, the classifier based 

mainly on shape features. This method depended on weights absolute values of a linear classifier that trained 

on entire features set. The second system used deep neural network that learns on images directly by using 

cropped cells for classification tasks. In addition, images acquired from two database which contained of 105 

and 250 images of red blood cells and the images were resized to 256×256. The system achieved accuracy 

67% and 83%. Pansombut et al. [43] proposed system based on machine learning that used convolutional 

neural network to classify white blood cells in an ALL in three classes and compared them with other 

traditional machine learning, multilayer perceptron (MLP), SVMs and random forest. The proposed CNN 

architecture consisted of seven layers, three layers were convolution and used 32 kernel with size 3 in first 

and second layer and 64 kernels with size 3 was used in third layer. In addition, two max pooling layers with 

size 2 applied to reduce the image size into half. The sixth layer was flattening layer in which multi-

dimensional array converted into one-dimensional array. The seventh layer was fully connected layer 

followed by rectified linear unit (ReLU) activation function and dropout layer. The dataset were contained 

363 color images with size 256×256 and the system achieved accuracy above 80%. 

Hung et al. [44] used deep learning for detecting red blood cells in malaria disease by using faster 

region CNN (faster R-CNN). The dataset that used was tacked from four patients in Brazil. Firstly, the 

images passed through region proposal network (RPN) which proposed the bounding box of object while the 

second stage classified bounding box to detect object. In this stage identified bound box around objects in 

image as red blood cells or other objects. The faster R-CNN based on AlexNet which consisted of 7 layers to 

identify red blood cells, white blood cells and platelets. After this stage the extracted red blood cells by Faster 

R-CNN fed into AlexNet again to classify red blood cells and the system achieved 59% accuracy. Alam and 

Islam [45] proposed system based on deep learning for counting and identification three kinds of blood cells, 

the system used YOLO and GoogLeNet as pre-trained network. The YOLO framework trained on blood cell 

count dataset (BCCD) dataset which consisted of 364 blood images after modified configuration to detect 

and count blood cells automatically. The YOLO framework received image with size 448×448 then divided 

into 7×7 grid cell, two bounding boxes were used for each grid cell for prediction of blood cells when object 

center fell into grid cell. In addition, k-nearest neighbor (KNN) and intersection over union (IOU) used to 

remove multiple counting of the same object, the system achieved mean average precision map 62%.  

 

 

3. THE PROPOSED COMPUTER-AIDED DETECTION SYSTEMS (CAD3) 

The localization and classification of white blood cells in leukemia require several stages starting 

from input step into the predicted output step in proposed system. The proposed CAD3 system consist of 

three main models and each model used individually to performing special purpose. The first model is used 

to detect the WBC of the input image then the second model is responsible to classify WBC and finally, 

classified WBC is visualize in original input image by third model as shown in Figure 4. 
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Figure 4. Global view of CAD3 system 
 

 

3.1.  WBC detection model YOLO v2 

This model is used deep learning approaches to detect WBC instead of conventional segmentation 

and mainly consist of two parts; CNN and YOLO v2 layers. Moreover, this model is used to extract WBC of 

the images in dataset. And as it known, YOLO v2 relies on a pre-trained CNN to extract features map, a 

suitable CNN was created for this purpose. The CNN network is experimentally determined the suitable 

architecture of CNN as pre-trained network. Experimentally, the network with small and increasing number 

of features map improve better performance. The proposed CNN architecture is detailed in Table 1. 

The feature extraction layer that used in YOLO v2 is most effective when width and height of 

feature map are between 8 and 16. The sixth convolutional layer in network was used as features map 

extraction and connected to YOLO v2 layers. However, the detection model YOLO v2 consist of 32 layers. 

The first layer is input layer which receive image with size 256×256. In addition, there are 9 convolutional 

layers, the first sixth layers used to extract features map with kernel size (3×3) and stride 1, the YOLO v2 add 

convolutional layer with kernel (3×3) and stride 1 to organize the feature map and last convolutional layer is 

used kernel with size (1×1) which used to decrease the filter space channels. Furthermore, all convolutional 

layers are followed by Batchnornaliztion and ReLu nonlinear activation function, except of the final 

convolutional layer which is followed by YOLO v2 transform layer. In addition, four max pooling layers are 

used to reduce dimensions of feature map. Finally, the last layer in YOLO v2 detector network is YOLO v2 

output layer which used MSE loss function and anchor box, the architecture of detection model is illustration 

in Figure 5. Detection model use 9 anchor with various shapes. The shapes of anchor box estimated from the 

training dataset. 
 

 

Table 1. Proposed CNN as pre-trained for detection model 
Layer Layer Type Layer Output Kernel Size Stride 

1 Convolution 256 x 256 x 16 3x3 1 

2 Max Pooling 128 x 128 x 16 2x2 2 

3 Convolution 128 x 128 x 32 3x3 1 

4 Max Pooling 64 x 64 x 32 2x2 2 

5 Convolution 64 x 64 x 64 3x3 1 

6 Convolution 64 x 64 x 128 3x3 1 

7 Max Pooling 32 x 32 x 128 2x2 2 

8 Convolution 32 x 32 x 128 3x3 1 

9 Max Pooling 16 x 16 x 128 2x2 2 

10 Convolution 16 x 16 x 256 3x3 1 

11 Max Pooling 8 x 8 x 256 2x2 2 

12 Fully Connected 100 - - 

13 Fully Connected 2 - - 

 

 

 
 

Figure 5. Detection model architecture 
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3.2.  WBC classification model CNN 

This model is the second stage of CAD3 system which is also consider other main part of the 

system. Moreover, this model based on CNN which its functions is classification. After WBC is detected by 

the first model (YOLO v2 detector), the WBC images have different sizes pass into second model 

(classification model) to classify WBC into its labeled class. For this purpose, we build suitable CNN 

network that consists of multilayers and receives image with size 64×64. The chosen size of input images is 

average of WBC images size in dataset. The CNN consist of main three kinds of layers: convolutional layers, 

pooling layers, and fully connected layers as shown in Figure 6. In addition, other layers used such as patch 

normalization layer, ReLu activation function layers and dropout layer. 
 

 

 
 

Figure 6. The architecture of CNN model 
 

 

Three convolutional layers are used in CNN model. The first layer is receiving color WBC image 

with size 64×64 and then applying 128 filters (kernels) with size 3×3. Each filter slides on the image from lift 

top to right bottom by one pixel, this process called (stride). However, to keeping size of feature map output 

of convolutional layer equal to input image, zero-padding is used which means add one pixel around input 

image with value equal to zero before convolution process. The output of the first convolutional layer is 128 

features map with size 64×64. The second convolutional layer is received feature map with size 32×32, and 

then 64 filters are applying which is the half of filters used in the first convolutional layer. Also, zero-padded 

is used with 1 stride. The output of this layer is 64 features map with size 32×32. The third convolutional 

layer is the last layer and it is the same previous convolutional layer but the different is size of received 

feature map. The size of input feature map of this layer is 16×16. Also, this layer is used 32 filters. The  

Table 2 shown main layers of proposed CNN in second model. 
 

 

Table 2. Details of main important layer of CNN model 
Layer Layer Type Layer Output Kernel Size Stride 

1 Convolution 64 x 64 x 128 3x3x3 1 

2 Max Pooling 32 x 32 x 128 2x2 2 

3 Convolution 32 x 32 x 64 3x3x128 1 

4 Max Pooling 16 x 16 x 64 2x2 2 

5 Convolution 16 x 16 x 32 3x3x64 1 

6 Max Pooling 8 x 8 x 32 2x2 2 

7 Fully Connected 65 - - 

8 Fully Connected 3 - - 

 

 

The proposed CNN model used three max-pooling layer; the first one receives feature map with size 

64×64 and then applies filter with size 2×2 with stride 2. The output of this layer will be 32×32 feature map. 

The second max-pooling layer is received feature map with size 32×32 and then applies filter with size 2×2 

and stride 2 similar to first max-pooling layer. Finally, the third max-pooling layer receives feature map from 

the last convolutional layer with size 16×16 and then reduce dimension of received feature map to half. The 

size of feature map of last max-pooling layer is 8×8 before input to fully-connected layers. 

The CNN model is used two fully-connected layer. The first one is consist of 65 neurons nodes and 

it is trainable layer. This layer is connected to third max-pooling layer and followed by ReLu activation 

function layer. The second fully-connected layer is the last layer in CNN model which is responsible of 

predicted and classify finally output. This layer is consisting of 3 neurons nodes. Also this layer is followed 
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by soft-max activation function instead of ReLu activation function. The soft-max activation function is 

responsible of determining probabilities of output and class that belongs to. In addition, this layer followed 

by dropout layer which is used to prevent the CNN model from over-fitting. The classification layer of 

network is containing loss function which compute cross-entropy loss between network predictions and 

desired output of network. CNN model is used cross-entropy loss function by default and then measures the 

performance of CNN model during training process. Moreover, cross-entropy loss function is commonly 

used for classification, specially multi-label classification. 
 

3.3.  Visualization model 

After the CAD3 system detect WBCs by first model and then classify them into its correct label by 

second model, it need to visualize the WBCs with its correct label on the input image. Furthermore, this 

model connect the detection model with classification model as shown in Figure 7. Also, the model is not 

contain learnable parameters and it is not need to training process. The main function of the model is 

visualizing of WBCs label in input image and give complete statistic of the types of WBCs. Furthermore, the 

entire input image that contain WBCs with full size 256×256×3 enter into first model which detect WBCs. 

The detected WBC images have variant sizes as we mentioned before and the input image contain at least 

one or more WBC. The extracted cells by detection model store in matrix as stack and then each cells sent to 

the CNN model for classification. In other word, after determine the location of each WBC of the input 

image, each WBC is cropped with its original size and put into stack with keeping of location dimension of 

each cells. As the second step, the cropped WBCs resize into 64×64 and sent to classification model one by 

one. After classify each WBC, the size of each WBC image return into its original size and then put into its 

location with its label. Finally, visualize complete statistic about number and size of each type of WBC and 

give chart of complete statistic. 
 

 

 
 

Figure 7. Visualization model process 

 

 

4. DATA ACQUISITION AND AUGMENTATION 

The dataset is one of basic ingredients that needed for any deep learning system. The main problem 

to obtain dataset is difficulty access to data due to data confidentiality, lack of data or other issues. The 

dataset that used in this study it obtain from private hospital and it prepared to be suitable for CAD3 system. 

The samples of dataset were acquired from VIN private ospital in Duhok city that situated in Kurdistan 

region of Iraq. The blood smears of 15 patient of leukemia were took from VIN Hospital lab. The samples 

took from different ages; adults and children. Moreover, each patient had at least 7 blood films or more. 

whole films were converted into images. The type of microscope that used is Olympus CX22 light and 

camera with resolution 12 Mb. Moreover, we used lens 100X to visualizing the WBC clearly. The camera 

fixed on the microscope and then pictures captured for each film as shown in Figure 8. Each film has area 

that contain more than one pictures. The 360 color images were obtained in high resolution as total of all 

blood films. The converted images were unsuitable for training the models due to high resolution with 

dimension 3024x3024 and the images covered with black boarder. Afterward, each of these images are 

divided into non-overlapping patch to create two dataset one for detection and other for classification. 
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4.1.  WBCs detection dataset 

The captured Images divided into non-overlapping patch with size 256×256. The total images that 

obtained were 2700 patches and each patch at least contained one or more WBC as shown in Figure 9. In 

addition, the number of white blood cells for each type was difference after counting each type in dataset.  
 

 

  
  

Figure 8. Sample of captured image from 

microscope with resolution 3024×3024 

Figure 9. Sample of WBC detection dataset with dimensions 

256×256 
 

 

Due to inequality among the types of white blood cells, we generated new dataset consist of 1870 

color Image with size 256×256. The data divided into 1500 images which are close in number of WBCs for 

training and 370 images for testing the model (about 80% training dataset and 20% test dataset). Moreover, 

the new generated dataset called “WBCs detection dataset” which the number of each type of WBCs became 

close in number as shown in Table 3. 
 

 

Table 3. Comparison between dataset before and after balancing WBCs types 
WBC Type Original Dataset WBCs Detection Dataset 

Monocytes 4117 1095 

Lymphocyte 1093 1014 

Neutrophils 1092 1019 

Total Images 2700 1870 

 

 

4.2.  WBCs classification dataset 
This dataset is generated from the previous dataset “WBCs detection dataset”. After creating ground 

truth bound box and label of all WBC in each image of “WBCs detection dataset”. The ground truth it 

created by "Image Labeler Toolbox" manually. However, the WBCs is cropped depending on its bound box. 

The new dataset were generated called “WBCs classification dataset” which it contains cropped WBCs. The 

images in “WBCs classification dataset” had different sizes and then resize into 64×64 to be suitable for 

classification model as shown in Figure 10.  

Due to imbalanced the WBCs types we chose equal number of each type. In this case the training of 

classification model will be smoothly. Other WBC images are added into two types to be each type of WBC 

equal to 1020. Thus, the total images in “WBCs classification dataset” are became 3060 images. The dataset 

divided into 2448 training and 612 for testing ( 80% for training and 20% for testing) as shown in Table 4. 
 

 

 
 

Figure 10. Samples of WBC classification dataset with dimensions 64x64 
 

 

Table 4. Comparison of WBCs classification dataset before and after balancing WBCs types 
Dataset Monocytes Lymphocyte Neutrophils Total Images 

Before Balance 1095 1014 1019 3128 

Add other image - 6 1 7 

After Balance 1020 1020 1020 3060 
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4.3.  Data augmentation 

After all cells in WBCs detection ataset defined and created ground truth bound box and label 

manually. The images in training dataset of WBC detection and classification are few due to lack of data and 

difficulty obtaining more smears of leukemia patients. However, the data augmentation approach is used to 

increase the images in dataset. The idea of augmentation data is duplicating images with several variation 

with preserves the main features key to increase samples for learn model. In this system, WBC detection 

dataset consist of 1500 images and WBC classification consist of 2448 images. Moreover, randomly rotation 

(0-90), randomly reflecting in horizontal and vertical axis are used. In addition, color jitter with random 

values is used which is other data augmented method which used in object. 

 

 

5. RESULTS AND DISCUSSION (SYSTEM EVALUATION) 

Two models in CAD3 system need to training process. MATLAB R2020a enviroment with some 

toolboxes such as deep learning, Image processing and image labeler toolbox ware used to train the proposed 

CAD3 system on dataset. Moreover, the MATLAB software package installed on DELL laptop with Core i7 

single central processing unit (CPU), 8 Giga byte random access memory (RAM) and internal graphic GPU.  

However, the detection model trained on “WBCs detection dataset”. The ‘Adam’ optimization 

algorithm is used to update weights of both models. The detection model trained during 100 epochs with a 

minimum batch size of 16 and 0.01 initial learning. Each epoch with 93 iterations and the total of iterations 

were 9300. Each epoch took about 2.5 minutes to get 256 minutes as total time of training. While the second 

model trained during 50 epochs with a minimum batch size of 64 and 0.01 initial learning. each epoch with 

34 iterations and the total of iterations were 1700. In other hand, each epoch took about 1 minutes to be the 

total time 56.37 minutes. The detection model tested on dataset that consist of 364 images and contain  

1557 WBCs. This data did not use in training process and also this dataset has corresponding ground truth. 

Figure 11 shown sample of test dataset of detection model with corresponding ground truth.  

Moreover, an average precision (AP) optimum was achieved by searching over multiple iteration 

and evaluating the performance of detection model on the appropriate test dataset. The AP and loss value as a 

function of iteration shown in Figure 12(a) and Figure 12(b) respectively. As we mentioned before, the 

measured AP value is influenced by both. The optimum AP was obtained at 9300 iterations during 100 epoch 

with corresponding AP 96%. 
 

 

 
 

Figure 11. Sample of test dataset 
 

 

  
(a) (b) 

 

Figure 12. Detection model of (a) average precision (AP) and (b) average miss rate 
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The classification model is tested on the test dataset which consist of 20% of the “WBCs 

classification dataset”. This dataset contain 612 images and it did not used in training process. However, the 

Figure 13 illustrates the confusion matrix of classification model on the test dataset. This confusion matrix 

shows that they are amount of images correctly and incorrectly classified as belonging to target class.  
 

 

 
 

Figure 13. The confusion matrix of classification model 
 

 

However, the model achieve global accuracy 94.3%. Table 5 gives the performance evaluation 

metrics for each class. Where accuracy, 

 

A =
TP+TN

TP+FP+FP+TN
 (1) 

 

refer to correct classified class with respect to the total number of sample in test dataset. The precision, 
 

P =
TP

TP+FP
 (2) 

 

is the ratio of images correctly classified for each class divided to the total number of images (correctly or 

incorrectly) classified to same class. The recall or sensitivity, 
 

R =
TP

TP+FN
 (3) 

 

is the ratio of images correctly classified for each class with respect to total image that are actually belong to 

the same class. Finally, the specificity calculate as (4). 
 

S =
TN

FN+FP
 (4) 

 

Is gives the ratio of images that belong to other class and correctly classified to other class. 

The result of visualization model is the final report of the CAD3 system which visualize each class 

with its label and gives the number of each class as shown in Figure 14(a) as input and Figure 14(b) as output. 

In addition, the model gives bar chart about information of size for each type cells as illustration in Figure 15. 
 

 

Table 5. The performance of the classification model on the test dataset 
Classification Model A P R S 

Lymphocytes 96.2 94.6 94.1 97.1 

Monocytes 94.3 89.7 93.6 96.7 

Neutrophils 98.0 99.0 95.1 97.6 
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(a) (b) 

 

Figure 14. The localization of WBC with correct label are (a) input image and (b) output image 
 

 

 
 

Figure 15. Final report of CAD3 
 

 

The other objective of CAD3 is proved its ability to perform accurate detection and classification of 

leukocytes and each model in CAD3 evaluated individually. The detection model achieved high performance 

on the "WBCs detection dataset" and also the proposed detection model achieved high AP on the other 

dataset. The Table 6 shows evaluation and comparison of detection model. 
 

 

Table 6. Evaluation of detection model and comparison with other some systems 
System Dataset Average Precision (AP) 

YOLO [45] BCCD 62% 

Proposed Detection Model BCCD 98% 

Proposed Detection Model Detection Dataset 96% 

 

 

Moreover, Also the classification model evaluated by some important measurements such as global 

accuracy, precision, recall and specificity. The model achieved high accurate classification of leukocytes. In 

other side, the classification model achieved high accuracy on the other dataset. The evaluation and 

comparison of the proposed model with other one shown in Table 7. 
 

 

Table 7. Evaluation of classification model and comparison with other systems 
System Dataset Accuracy  

CNN AlexNet [46] ALL-DB1 96.06%. 

Proposed Classification Model ALL-DB1 97% 

Proposed Classification Model Detection Dataset 94.3% 
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6. CONCLUSION 

The proposed CAD3 system relies on a deep learning by using YOLO v2 and CNN, and it has 

shown the ability to detect and classify the leukocytes in leukemia. The proposed CAD3 system is capable of 

achieving perfect results in accuracy and gives perfect report contain important information about the 

treatment effective on state of leukemia patient. The final report includes the number and size of each type of 

WBC which not refer by other systems. This study has reached the main tasks of improving the high 

performance of CAD3 by dividing the main task into sub-task by using simple architectures for each sub-

task. The proposed CAD3 system trained and tested on data took directly from microscope without any 

preprocessing or traditional segmentation on the data unlike other system that relies on the preprocessing, 

segmentation or using filters as basic step before fed the data into system. In other hand, it is important to 

highlight on other tasks such as creating and preparing dataset which includes two sub-dataset; "detection 

dataset" and "classification dataset". The preparing of dataset is itself a difficulty and it takes effort. Finally, 

The CAD3 system has proven its ability to achieve high accuracy on other dataset. 
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