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 The devices developed for applications in the internet of things have evolved 

technologically in the improvement of hardware and software components, in 

the area of optimization of the life time and to increase the capacity to save 

energy. This paper shows the development of a fuzzy logic algorithm and a 

power propagation neural network algorithm in a wireless mote (IoT end 

device). The fuzzy algorithm changes the transmission frequency according 

to the battery voltage and solar cell voltage. Moreover, the implementation of 

algorithms based on neural networks, implied a challenge in the evaluation 

and study of the energy commitment for the implementation of the algorithm, 

memory space optimization and low energy consumption. 
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1. INTRODUCTION 

Smart IoT devices are currently generating new applications in the area of the internet of things 

(IoT) as part of a System that will provide users with an information monitoring service [1]. Different authors 

describe hardware and software techniques to improve node uptime [2], [3]. The simulation of fuzzy 

algorithms in parallel allows to improve the control and use of the energy so that the IoT devices can operate 

for longer, modifying the idle time and the transmission power. This is described in [4] where it is shown that 

25% efficiency can be achieved with respect to a common implementation. The work developed in [5] shows 

a proposal for a system based on fuzzy logic algorithms using the MATLAB platform, always focusing on 

the programming and optimization of these models in devices with low hardware and energy resources. The 

use of neural networks and their application in embedded systems with low hardware resources and power 

limitations (also considering ubiquity and wireless transmission) is not inconvenient for implementing this 

type of algorithms in devices closer to the data source [6]-[8]. As a result, the machine learning (ML) models 

and associated ML inference framework must not only run efficiently, but must also operate in a few 

kilobytes of memory [9]-[11].  

With the above, it can be understood that adding a block of intelligence using inference algorithms, the 

IoT nodes can reduce their energy consumption [12]. Furthermore, it is understood that the problems of an 

adequate implementation of algorithms in a sensor node [13] (neural networks or fuzzy algorithms) can be 

reduced by comparing the energy consumption during communication and the energy used to execute the 
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algorithms. This aspect takes on an important relevance when wireless sensor nodes are used in monitoring 

environments where they need to function continuously, ubiquitously and unattended for long periods of time. 

With revisions made in this paper, algorithmic techniques shown to reduce power consumption 

hardware systems that need to send information with variable frequencies without affecting the behavior of 

the IoT node [14]. This paper contributes to the study of the feedpropagation neural network algorithm (and 

the calculation of the centroid (fuzzy algorithm) for its implementation in a sensor node with limited 

hardware resources [15], being a novel aspect its comparative evaluation for its use in environmental 

monitoring applications [16], [17]. In this way, we show the evaluation of a wireless sensor node with fuzzy 

and neural network algorithm for remote environmental monitoring. 

 

 

2. RESEARCH METHOD 

This section shows the design and implementation of a Mandami fuzzy algorithm and a 

feedpropagation neural network [18], [19]. The input data for the algorithms will be the battery and solar cell 

voltage, which will modify the transmission period and allow the evaluation of the lifetime, the rate of 

transmitted packets and their relation to energy consumption. Three sensor nodes are implemented, two of 

them with the inference models and the other with a constant transmission period to perform the evaluations 

of the results under the same conditions. The sensor nodes transmit their information to a web server using a 

communication interface based on ZigBee technology. 
 

2.1.  Control system to optimize energy consumption using diffuse algorithms 

A Fuzzy model will be developed, which takes as inputs the battery voltage and solar cell voltage 

and varies the transmission frequency of the IoT node. The Mamdani model is presented in Figure 1, in order 

to generate an output that will vary the transmission periods [20].  
 
 

 
 

Figure 1. Structure of a fuzzy logic system 
 

 

2.2.1. Inputs of the proposed system 

According to the background check, it was found that the voltage of the battery and solar cell affect 

the operating time of the IoT device, for which they were chosen as inputs to the fuzzy algorithm. Table 1 

and Table 2 show the inputs the membership functions with linguistic values. For each variable, 3 ranges of 

values were defined using two types of function (triangular, trapezoid) in the bottom, middle and upper 

ranges in order to calculate the centroid and obtain the value of the transmission time. 
 
 

Table 1. Membership function: battery voltage 
Input limit values [V] 

variable Type Bottom Middle Top 

µbatt_low Trapezoid   a1 = 3.5 a2 = 3.8 

µbatt_med Triangular b1 = 3.6 b2 = 3.85 b3 = 4.1 

µbatt_high Trapezoid  c1= 3.9 c2 = 4.2  
 

Table 2. Membership function: solar panel 
Input limit values [V] 

µcell_low Trapezoidal  d1 = 3.3 d2 = 3.5 
µcell_med Triangular  e1 = 2.4 e2 = 4.0 e3 = 5.6 

µcell_high Trapezoidal f1= 4.5 f2 = 4.0  

µcell_low Trapezoidal  d1 = 3.3 d2 = 3.5 
 

 
 

2.1.2. Output variable 

The frequency or period of transmission is considered as the fuzzy output variable, having three 

possible values: “fast shipping time [tfast]”, “average send time [tavg]” and “slow sending time [tslow]”. 
 

2.2.  Embedded neural network for energy optimization 

The model based on neural networks shown in Figure 2, consists of 4 fundamental elements: input 

neurons with scaling, operations on the neurons of the hidden layers together with the weights and pathways, 

and the output layer, where the activation function indicate the type of output to be obtained. The system with 

the neural network model implements techniques based on the feedforward process due to the limited 

hardware resources of the embedded system [21] whose algorithms have been adapted to optimize memory 
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space as described in some research [22], [23]. The model assigns specific values for the output labels, as 

shown in Table 3, the output values as shown in Table 4, are composed of four neurons that will be activated 

independently, using the sigmoid function, within a multiclass classification system. Figure 3 shows the 

methods and functions implemented for the execution of the neural network algorithm considering the hidden 

layer, the output layer and the activation functions. With the above considerations, the implementation of a 

neural network architecture based on the scheme shown in Figure 4 with 2 input neurons, 1 hidden layer with 

3 neurons and 4 neurons in the output layer.  
 

 

 
 

Figure 2. Scheme of feedforward neural network 
 

 

Table 3. Relationship levels with values for classification 
 Id label voltage Value label 

Battery µbatt_low_nn 3.4 -1 

µbatt_med_nn 3.8 0 

µbatt_high_nn 4.3 1 
Solar panel µcell_low_nn 2 -1 

µcell_med_nn 4 0 

µcell_high_nn 6 1 

 
 

Table 4. Neural network output values 
 Id label Time transmission Output values 

O1 O2 O3 O4 

Output Tn1 10 1 0 0 0 

Tn2 20 0 1 0 0 

Tn3 30 0 0 1 0 

Tn4 40 0 0 0 1 

 

 

 
 

Figure 3. Programming functions used in the neural network algorithm 
 

 

 
 

Figure 4. Feedforward network execution process and resulting model 
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2.3.  Implementation 

The evaluation of the techniques to modify the data submission period in the MATLAB simulation 

software was carried out at the beginning of the study. Then the algorithms were validated, implementing 

them in C language for an embedded system. The function of the fuzzy algorithm is the task of Fuzifying the 

inputs (µbatt and µcell) using membership functions. As a second stage, the rules are evaluated with the 

antecedent and consequent values calculated in each rule as shown in Table 5. 

 

 

Table5. Fuzzy association matrix 
Voltage Panel Solar [V] 

  µcell_low µcell_med µcell_high 

Battery µbatt_low tslow tslow Tavg 

µbatt_med tslow Tavg Tavg 

µbatt_high Tavg Tfast Tfast 

 

 

In the case of the model that implements the feedforward neural network, the relationship between 

the input voltage values and the transmission time period is observed in Table 6. With this relationship, the 

network is trained and validated using the libraries of TensorFlow, keras and the python programming 

language in the JupyterLab development environment [24], [25]. The structure of main functions that the 

neural network implements is shown in Figure 3. In Figure 4 we observe the variables used to calculate the 

output in the network, considering the bias and weights. 

 

 

Table 6. Neural network association matrix 
Voltage Panel Solar [V] 

  µcell_low_nn µcell_med_nn µcell_high_nn 
Battery µbatt_low_nn Tn4 Tn4 Tn3 

µbatt_med_nn Tn3 Tn3 Tn2 

µbatt_high_nn Tn3 Tn2 Tn1 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Sensor node and transmission period control 

Three wireless sensor nodes were implemented as shown in Figure 5, in order to evaluate their 

behavior in the hardware. The Node, called "M1", was programmed with the fuzzy method, the Node "M2" 

with a time of 20 seconds and the Node "M3" programmed with the neural network algorithm. The wireless 

nodes "M1", "M2" and "M3" perform the acquisition of sensor data to validate their operation in environmental 

monitoring environments. For them it was necessary to acquire information on the humidity level and ambient 

temperature. In Figure 6, the variation of the transmission times during the first 4 load cycles is shown for 

sensor node “M2”, when evaluating the input parameters in the neural network, which is updated when 

executing the feedforward neural network, which has a direct impact on energy consumption. Table 7 presents 

the execution times of each sensor node process. With these results it is verified that the execution time of the 

fuzzy technique (11 milliseconds) does not negatively affect the operation time of the sensor node.  

 

 

 
 

Figure 5. Assembled sensor node (left) and its components (right) 
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The increase in the transmission periods, the number of transmitted bytes increases in node "M1", as 

seen in Figure 7. This happens at the beginning of the operation process, obtaining more information without 

negatively affecting the node's energy consumption. The data of the transmission period change process are 

shown in Table 8, observing that the longest duration of the M3 node, with the neural network algorithm, 

reaches up to 63 days. Furthermore, the node "M3", the transmission periods are kept in a constant range of 

values (unlike the fuzzy algorithm) obtaining a lower number of bytes sent as shown in Table 9.  

 

 

 
 

Figure 6. Battery and solar cell voltage according to the transmission period for the neural network  

at node "M2" 

 

 

Table 7. Process duration efficiency 
n Processes M1 [ms] M2 [ms] M3 [ms] 

1 Start message 19 19 19 

2 Data processing  1140 1140 1140 

3 Data sending time calculation (M1 only) 11 3 4 
4 Data transmission (serial port) 157 157 157 

 Total 1327 1319 1320 

 

 

 
 

Figure 7. Battery and solar cell voltage according to the transmission period for the neural network model 

and fuzzy model 
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Table 8. Days of operation of nodes M1, M2 and M3 
 M1 M2 M3 

 Day number Time [s] Duration [days] Time [s] Duration [days] Time [s] Duration [days] 

Day 1 36 71 20 47 30 63 

Night 37 71 20 47 30 63 

Day 2 24 55 20 47 30 63 

Night 37 72 20 47 30 63 
Day 3 21 47 20 47 20 47 

Night 28 60 20 47 30 63 

Day 4 17 40 20 47 20 47 
Night 26 57 20 47 30 63 

Day 5 5 17 20 47 20 47 

Night 24 55 20 47 30 63 
Day 6 6 16 20 47 20 47 

Night 24 56 20 47 30 63 

 

 

Table 9. Bytes sent in the period of 6 days (144 hours) 
Accumulated bytes 

Number Hours M1 M2 M3 

0 0 58 58 58 
1 12 100224 125280 83520 

2 24 167943 250560 167040 

3 36 268167 375840 250560 
4 48 335886 501120 334080 

5 60 461166 626400 459360 

6 72 550652 751680 542880 
7 84 698040 876960 668160 

8 96 790840 1002240 751680 

9 108 1041400 1127520 876960 
10 120 1141624 1252800 960480 

11 132 1559224 1378080 1085760 

12 144 1659448 1503360 1169280 

 

 

Figure 8 shows that node "M1" exceeds the amount of information sent by node "M2" since the fifth 

day. Also, similarly, during the 4 days "M1" exceeds "M3" in the amount of information sent. This is because 

the solar panel and the battery of the node "M1" have a suitable voltage value, to reduce the transmission 

period at night. 
 

 

 

 

(a) (b) 
 

Figure 8. These figures are; (a) bytes accumulated and (b) sent each day 
 
 

3.2.  Neural network implemented 

Table 10 shows the size of each type of algorithm to be implemented in an embedded system and the 

number of functions used for its deployment. During the tests, the classification process was verified, using 

the model trained and validated on a computer, and the model implemented in the sensor node M3 with the 

algorithm implemented in C language. 
 

 

Table 10. Features models 
 Functions numbers Size file (KBytes) Algorithm/Model 

Fuzzy Algorithm 7 7.93 Mandami (centroid) 

Neural Network 5 3.88 Feed Propagation 
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4. CONCLUSION 

Process execution duration of the fuzzy algorithms, where it is observed that these are 3 times 

greater than the behavior of a node in normal mode (M2), but even so it does not negatively alter energy 

consumption. In the case of node M3, the increase in the execution time of the neural network model is 33% 

compared to M1. In addition, node M1 is always the one that consumes more execution time compared to M2 

and M3, in addition to sending more data packets it sends. In summary, the neural network in M3 can last 

longer than node M1, transmitting less data and making the same decisions. 

The fuzzy algorithms increase the useful life by approximately 50% compared to the node in normal 

operation, this evaluation being carried out daily independently. When the evaluation is made considering the 

evolution of the duration trend of node M1, it has less autonomy of operation than node “M2”. The number of 

bytes sent to node "M1" increased by 30% compared to node "M2", noting that this does not negatively affect 

the operation duration of the node. In the case of node M3, during the first days it is surpassed in daily 

autonomy by M1, but when the review of the accumulated trend is carried out, node M3 exceeds the autonomy 

time of M1 by 22% and the M2 by 12%. The evaluation carried out brought as a benefit the importance of files 

size used for the implementation of the algorithms, where the neural network model is about 50% smaller 

compared to the fuzzy inference model, for which is the most suitable in terms of optimization the memory 

space consumption. The neural network model consumes less time in its processes, being almost at the same 

level as an embedded one without any processing algorithm (M2). The advantage of implementing inference 

models in sensor nodes allows them to make decisions to save energy based on their knowledge of their 

environment, behaving like cognitive devices. As future work, decision-making and transmission time 

evaluation could be optimized by considering a more continuous output range by migrating the model to the 

regression type. The article has limitations on the parameters used for decision making, because it did not 

consider environmental sensors as an important factor. Furthermore, only a specific type of fuzzy algorithm 

and neural network was evaluated. 
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