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 Several algorithms have been proposed to avoid the error floor region, such 

as the concatenation codes that requires high computational demands in 

addition to high complexity. This paper proposes a technique based on using 

cascaded BCH and convolutional codes that leads to better error correction 

performance. Moreover, an adaptive method based on sensing the channel's 

noise to determine the number of the parity bits that will be added to the used 

BCH that reduces the consumed bandwidth and the transmitted parity bits is 

presented. A further enhancement is fulfilled by using parallel processing 

branches, resulting in reducing the consumed time and speed up the 

performance. The results show that the proposed code presents a better 

performance. A high reduction in the number of cycles that will be used in 

the encoding and decoding compared with the classical method and finally a 

flexible parity bits method based on the signal-to-noise ratio of the channel 

that reduced the parity bits which leads to reduce the consumed bandwidth. 

The MATLAB simulation and the field programmable gate array (FPGA) 

implementation will be provided in this paper to validate the proposed 

concept. 
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1. INTRODUCTION 

The communications field is witnessing a struggle to achieve better performance. The efforts to get 

a high throughput, low bit-error-rate (BER) and also low consumption of power are the main target of all the 

communication systems. In this paper, two techniques will be discussed: Bose-Chaudhuri Hocquenghem 

(BCH) and the convolutional codes [1]. The error floor is the phenomenon that faces the error correcting 

algorithms such as BCH, the BER decreases as the signal-to-noise ratio (SNR) becomes better [2]. There is a 

point after which the curve does not fall as quickly as before, the region where the performance flattens is 

called the error floor region and the region before the huge drop is called the waterfall [3], [4]. 

This paper will use the BCH and the convolutional codes to approve the idea of this article. The 

BCH features are the possibility to design code that can correct multiple errors and the easy decoding process 

using low-power electronic sources. The main features of using convolutional codes are the easy 

implementation, the better performance in the cases of having higher noisy channels and error probability 

rates, these codes have memory and Information bits are spread along the sequence. 

Concatenated codes concatenation of an inner convolutional code with an outer block code is very 

common and effective coding structure for solving the error floor problem. The convolutional code works 

better in low SNR range, but its BER curve roll-off slowly and can have irreducible error floor in fading 

https://creativecommons.org/licenses/by-sa/4.0/
https://en.wikipedia.org/wiki/Error_correcting_codes
https://en.wikipedia.org/wiki/Error_correcting_codes
https://en.wikipedia.org/wiki/Signal-to-noise_ratio


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Improving bit error-rate based on adaptive Bose-Chaudhuri Hocquenghem concatenated … (Ahmed Samy) 

891 

channel [5], [6]. The BCH code has fast BER roll-off and well suited to correct the burst output errors 

common with a Viterbi decoder. An interleaver can be used to spread the Viterbi output error bursts across 

multiple BCH code-words for burst error correction [7], [8]. 

The design of concatenated code of BCH and convolutional had a problem of degradation of the 

throughput due to serial concatenation. Accordingly, a motivation is raised to improve the degradation of 

throughput of serial concatenation code, to be suited for real time application. This is done via designing 

parallel processing of BCH code with convolutional code [9], [10]. 

Another challenge that will face the designer is that how to design a transitional transmission 

protocol between these two codes to read and write between the encoders and the decoders correctly. 

Furthermore, earlier work [11], [12], the designers concatenated the codes without taking into account 

channel's SNR that made the system could add more parity bits than the required. In which this will increase 

the consumed bandwidth.  

The proposed scheme provides three main goals. First proposing a concatenated method to solve the 

error floor problem, second, providing parallel processing of BCH code with convolutional for improving 

throughput. Finally, improving error correction capability. The design of parallel BCH code with 

convolutional is based on the time delay of a single branch of BCH code. Moreover, in this study a 

presentation of an adaptive method that let the system select the suitable BCH from the channel's SNR point 

of view. 

This paper is organized as follows. Section 2 describes BCH and the convolutional coding. Section 

3 presents the proposed algorithm. Section 3 discusses the experimental hardware implementation. 

Simulation and results are presented in section 5. Finally, section 6 concludes the proposed work. 

 

 

2. BCH AND CONVOLUTION CODING SYSTEMS 

2.1. BCH codes 

The BCH codes, discovered in 1960 [13]–[15], is a class of cyclic codes that has well-known 

implementation algorithms and powerful error-correcting properties [16]. BCH encoder is based on linear 

feedback shift register (LFSR) as shown in Figure 1 [17]. A three types of BCH codes are used in this study. 

BCH(15,5,3), BCH(15,7,2) and BCH(15,11,1). Based on the SNR of the channel, the transmitter will choose 

one of these BCHs to use [18]. 

 

 

 
 

Figure 1. The encoder LFSR design [19] 

 

 

The BCH decoding process is based on four main operations as shown in Figure 2. The first is 

determining the syndrome [20]. Second, it calculates the error location polynomial [21]. Then it finds the 

roots of error locator polynomial. The final one is the error correction. 

 

2.2. The convolutional codes 

An (n, k, m) convolutional code can be implemented with a k-input, n-output linear sequential 

circuit with input memory m [22]. Typically n and k are small integers with k<n. However. A convolutional 

code is generated by passing the information sequence to be transmitted through a linear finite-state shift 

register [23]. 
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Figure 2. The BCH decoding process [24] 

 

 

2.3. The Viterbi algorithm 

It is based on the maximum likelihood criteria, as it computes the received sequence with every 

possible code sequence. The criterion for deciding between two paths is to select the one having the smallest 

metric. This method maximizes the probability of a correct decision [25]. The Viterbi decoder consists of 

four main processes: branch metric computation, state metric update, survivor path recording and output 

decision generation [26]. 

 

 

3. RESEARCH METHOD 

This section is dedicated to present the proposed work to fulfill the motivated objectives. The 

proposed concatenated codes use parallel branches of BCH, which enhances the performance compared to 

the standard concatenated codes. It is efficient to use convolutional code concatenated with parallel branches 

of BCH code to improve the performance in the error floor region, Figure 3 shows the serial concatenated 

code based on hard decision [27]. 

 

 

 
 

Figure 3. Single branch BCH concatenated with convolutional encoder 

 

 

There are three different BCH are used in this study to reduce the parity bits and reduce the 

consumed bandwidth. As shown in Figure 4, the channel noise-sensing unit is added in the transceiver. In 

which, the transceiver will estimate the value of the SNR by transmitting and receiving specific code between 

the source and destination before the encoding process. Based on this process, the SNR will be estimated. 

This noise-sensing unit will measure the power of the received signal as the source power is known for both 

the source and the destination, the noise-sensing unit can estimate the SNR of the channel. This estimation 

process will be repeated in a predetermined user defined period; the BCH selector will choose the suitable 

BCH based on the estimated SNR. Furthermore, the user will determine the values' range of comparison to 

detect the suitable BCH. 
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Assume these values are A, B and C (the SNR value in dB). If the estimated SNR is less than A then 

the BCH detector will choose BCH (15,11,1) to make the encoding process that will add 4 parity bits. 

However, If the estimated SNR is more than A and less than C then the BCH detector will choose BCH 

(15,7,2) to make the encoding process that will add 8 parity bits. Finally, If the estimated SNR is more than C 

then the BCH detector will choose BCH (15,5,3) to make the encoding process that will add 10 parity bits. 

This SNR estimating process and choosing BCH depending on the SNR is a proposed adaptive method, 

which will improve the performance and reduce the bit error rate. 

There is an interleaver between the outer encoder and the inner encoder to correct burst errors 

(Errors are depended on each other). The de-interleaver will be found between the outer decoder and the 

inner decoder. As shown in Figure 4, the BCH detector will determine the used BCH in the encoding process 

at the transmitter. At the same time there is a BCH detector in the receiver that determine the same BCH 

decoder to perform the decoding process. The BCH detector will send to the interleaver to receive form the 

used BCH and neglect any random bits from the other BCHs. The BCH detector at the receiver will send to 

the de-interleaver for sending the first stage-decoded bits to the suitable BCH decoder after the de-interleaver 

process. 

 

 

 
 

Figure 4. The proposed methodology 

 

 

The proposed setup will have made the bits transfer management is critical issue. Once the BCH 

receive the input bits, it will start the encoding process. However, during this encoding process, there are 

other bits are being inputted so these bits must be stored and after the BCH finish the required process, it will 

read the next bits, this process need big memory and has high time delay. Therefore, the proposed parallel 

branches method is a suitable solution for this issue. The proposed method based on using multiple branches 

for each BCHs, As, some of the BCH reads, while the others perform the encoding process. The proposed 

steps will be described in the next paragraphs. 

As shown in Figure 5, the BCH (15,11,1) encoder concatenated with convolutional encoder, the 

system will use two parallel branches because the encoder consumes 11 cycles to read the bits and 4 cycles to 

perform the encoding process. So, at the same time of the encoding process for the first BCH, there will be 

another BCH that reads the input data. After 15 cycles, the first BCH will send the bits to the convolutional 

encoder which will consume 7 cycles for the processing. These 7 cycles in addition to the 4 cycles of the 

processing of the first BCH will be 11 cycles that will be used in the second BCH to read the input bits. 

Therefore, once the convolutional encoder finishes its work, the second BCH will start the processing and the 

first BCH starts to read the input. 

As shown in Figure 6, the BCH (15,7,2) encoder concatenated with convolutional encoder, the 

system will use three parallel branches because the encoder consumes 7 cycles to read the bits and 8 cycles to 

perform the encoding process. So, at the same time of the encoding process for the first BCH, there will be 

another BCH that reads the input data. So, after 15 cycles, the first BCH will send the bits to the 

convolutional encoder which will consume 7 cycles for the processing. These 7 cycles in addition to the 8 

cycles of the processing of the first BCH will be 15 cycles that will be used in the second BCH to read the 

input bits and perform the encoding. As noticed, the second BCH start the encoding process before the first 

BCH finish the encoding process by one cycle so the third BCH branch will start reading the input bits while 

the first BCH and the second BCH are performing the encoding process. Once the third BCH start the 

processing, the first BCH will start the reading. 
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Figure 5. Parallel BCH (15,11,1) branches concatenated with convolutional encoder 

 

 

 

 
 

Figure 6. Parallel BCH (15,7,2) branches concatenated with convolutional encoder 

 

 

As shown in Figure 7. The BCH (15,5,3) encoder concatenated with convolutional encoder, the 

system will use three parallel branches because the encoder consumes 5 cycles to read the bits and 10 cycles 

to perform the encoding process. So, at the same time of the encoding process for the first BCH, the second 

BCH is reading the input data. Therefore, after 10 cycles, the first BCH is performing the processing, the 

second BCH start the processing, and the third BCH starts reading the input bits. After 15 cycles, the first bch 

will send the bits to the convolutional encoder, which will consume 7 cycles for the processing.  

As noticed, the second BCH start the encoding process before the first BCH finishes the encoding 

process by 5 cycles so the third BCH starts the reading of the input bits. After 5 cycles the third BCH starts 

the encoding process before the second BCH finishes the process by 5 cycles but at the same time, the first 

BCH will finish the processing so it starts the reading of the input bits so the first BCH branch will start 

reading the input bits while the second BCH and the third BCH are performing the encoding process. The 

overall code rate of the proposed algorithm will be (45,5,3) or (45,7,2) or (45,11,1). As seen, the proposed 

algorithm will use high channel bandwidth and consume more hardware resources to achieve the required 

results and this is a logic results as a payment corresponded to the improved results. 

 

 

 
 

Figure 7. Parallel BCH (15,5,3) branches concatenated with convolutional encoder 
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It is clear that the proposed parallel branch schemes save 11 cycles in each generated codeword for 

the BCH (15,11,1), save 7 cycles in each generated codeword for the BCH (15,7,2) and save 5 cycles in each 

generated codeword for the BCH (15,5,3) than the standard single branch scheme, which achieves higher 

throughput than the traditional one. The same technique will be used in the decoding process but the Viterbi 

decoder will perform the first decoding stage and then the BCH decoder will be perform the second decoding 

stage. The input bits for the Viterbi decoder are 45 bits because we use convolutional encoder with rate 1/3 so 

each bit form the output BCH encoder will leads to 3 bits from the convolutional encoder. The input bits for 

the Viterbi decoder will be received in parallel form as each package consists of 9 bits so the Viterbi decoder 

will consume 5 cycles for reading in addition to 7 cycles for the processing so the total number of cycles are 

12 cycles . The three types of BHC decoder will consume 17, 18 and 19 cycles (15 cycles for reading bits, 2 

cycles for (15,11,1) decoding, 3 cycles for (15,7,2) decoding and 4 cycles for (15,5,3) decoding) so the 

system will use two BCH decoders from each other so as there is one BCH is performing the decoding 

process, there is also another BCH is reading from the Viterbi decoder. Figure 8 shows a Parallel BCH 

decoder branches concatenated with Viterbi decoder. 

 

 

 
 

Figure 8. Parallel BCH decoder branches concatenated with Viterbi decoder 

 

 

4. HARDWARE IMPLEMENTATION 

The FPGA implementation of the proposed method is presented in this section. In the present work, 

the Xilinx Spartan-3A/3AN FPGA Starter Kit 700K-gate XC3S700A is shown in Figure 9. This kit contains 

4-Mbit flash PROM, 512 Mbit DDR2 SDRAM, 50 MHz clock oscillator, 6-data channels, SPI based digital 

to analog converter and SPI based analog to digital converter, 8 LEDs, and 4 slide switches and 4 push 

buttons. 

 

 

 
 

Figure 9. Xilinx Spartan-3A/3AN FPGA Starter Kit 700K-gate XC3S700A 
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The method is implemented by using VHSIC Hardware Description Language (VHDL) code and 

the Xilinx package ISE14.7, the simulation was performed using ISim program. As shown in Figure 10, the 

proposed encoding system consists of SNR sensing unit, two parallel branches of BCH(15,11,1) encoder, 

three parallel branches of BCH (15,7,2), three parallel branches of BCH (15,5,3) encoder, the interleaver and 

the Convolutional encoder. There is a frequency down conversion that perform the synchronization between 

the BCHs and the convolutional encoder. Each schematic symbol represents VHDL code. 

 

 

 
 

Figure 10. The proposed encoder implementation 

 

 

As discussed before, the SNR_Channel block will estimate the SNR of the channel, based on this 

value the BCH_Detector block will determine the used BCH, BCH_15_11_1 block, BCH_15_7_2 or 

BCH_15_5_3 and also it will send to the interleaver to receive from the suitable BCH and neglect any 

random values. The interleaver will receive 15 bits from the BCH and then send these bits to convolutional 

encoder that perform the sensing encoding stage. 

As shown in Figure 11, the proposed decoding system consists of SNR sensing unit, two parallel 

branches of BCH(15,11,1) decoder, two parallel branches of BCH (15,7,2) decoder, two parallel branches of 

BCH (15,5,3) decoder, the de-interleaver and the Viterbi decoder. There is a frequency down conversion that 

perform the synchronization between the BCHs and the Viterbi encoder. As discussed before, the 

SNR_Channel block will estimate the SNR of the channel, based on this value the BCH_Detector block will 

determine the used BCH, BCH_15_11_1 block, BCH_15_7_2 or BCH_15_5_3 and also it will send to the 

de-interleaver to send to the suitable BCH. The de-interleaver will receive from the Viterbi decoder and then 

send these bits to BCH decoder that perform the sensing decoding stage. As shown in Figure 11, the Viterbi 

decoder will perform the first stage of decoding as it is the inner stage but the BCH will perform the second 

stage of decoding as it is the outer coding system. 
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Figure 11. The proposed decoder implementation 

 

 

5. RESULTS AND DISCUSSION 

BER is a main parameter that can be used to evaluate the performance. The BER of the proposed 

method has been simulated by using a the Matlab package. The comparison between the existing channel 

code and the proposed code are shown in Figures 12 and 13. It can be observed that the proposed code shows 

a better performance compared by the BCH code. At SNR=10 dB, the BER steadily decreases in the form of 

a curve as the SNR condition becomes better and the curve does not fall as quickly as before, in other words, 

there is a region in which performance flattens. This region is called the error floor region. This issue was 

solved by using the proposed system. 

By comparing Figures 12 and 13, It can be observed that the proposed code shows a better 

performance compared to those of BCH and the BER decreases in the form of a curve as the SNR condition 

becomes better till it reaches the minimum value at SNR=6 dB. 

 

 

  
 

Figure 12. SNR Vs BER of the BCH 

 

Figure 13. SNR Vs BER of the proposed 

concatenated system 

 

https://en.wikipedia.org/wiki/Signal-to-noise_ratio
https://en.wikipedia.org/wiki/Signal-to-noise_ratio
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Figures 14 to 16 show the ISim simulation of the encoding stage. Based on the SNR of the channel 

that will be estimated by using the proposed adaptive technique. The BCH detector will choose the BCH 

(15,11,1) encoder, the BCH (15,7,2) encoder or the BCH (15,5,3) encoder to perform the first encoding stage. 

The CLK signal is used to provide the synchronization process and the R-S-T signal is used to return the 

system parameters to its initial values. Figures 17 to 19 show the ISim simulation of the decoding stage in the 

case of BCH (15,11,1), BCH (15,7,2) and BCH (15,5,3). 

 

 

 
 

Figure 14. ISim simulation of the BCH (15,11,1) encoding 

 

 

 
 

Figure 15. ISim simulation of the BCH (15,7,2) encoding 

 

 

 
 

Figure 16. ISim simulation of the BCH (15,5,3) encoding 

 

 

 
 

Figure 17. ISim simulation of the BCH (15,11,1) decoding 

 

 

 
 

Figure 18. ISim simulation of the BCH (15,7,2) decoding 

 

 

 
 

Figure 19. ISim simulation of the BCH (15,5,3) decoding 
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Figure 20 shows the ISim simulation of the encoding for the overall proposed system, the simulated 

case when the used BCH encoder is BCH(15,,5,3), the encoded bits are 45 as the used convolutional encoder 

is 1/3 that generate three bits for each one input bits so the input bits for the BCH is 5 bits that will leads to 

15 bits at the BCH output which will be the input of the convolutional encoder that leads to 45 encoded bits. 

 

 

 
 

Figure 20. ISim simulation of the proposed encoding 

 

 

Figure 21 shows the ISim simulation of the decoding for the previous case. The received message 

consists of 45 bits, there are three bits error that were detected and corrected. The information bits after the 

parity bits were removed are 5 bits. 

 

 

 
 

Figure 21. ISim simulation of the proposed decoding 

 

 

As shown in Table 1, for the serial concatenation, all BCHs will consume the same numbers of 

cycles as the encoder consume 15 cycles for reading bits and encoding. In the case of the concatenation, these 

numbers of cycles were reduced as in the case of BCH(15,11,1), the proposed method will saves 11 cycles in 

the encoding for the one codeword and saves 15 cycles in the decoding for the one codeword that will 

increase the system throughput. The proposed method also will saves 7 cycles in the encoding and saves 15 

cycles in the decoding for the one codeword in the case of BCH(15,7,2) and finally, it saves 5 cycles in the 

encoding and saves 15 cycles in the decoding for the one codeword in the case of BCH(15,5,3). As shown in 

Table 2, the serial design consumed 13% of the used kit resources, while the parallel branches design 

consumed 47%. The performance improved at the expense of the hardware resources. 

 

 

Table 1. The cycles consumption of the serial and parallel concatenation 
 Serial concatenation time (Cycle) Parallel concatenation time (Cycle) 

 Encoder Decoder Encoder Decoder 

BCH(15,11,1) 22 27 11 12 

BCH(15,7,2) 22 27 15 12 

BCH(15,5,3) 22 27 17 12 

 

 

Table 2. The device utilization summary 
Logic utilization Serial concatenation Parallel concatenation 

Slice Flip Flops 952 5869 

Occupied Slices 1586 5120 

Total Number of 4 input LUTs 1235 4210 

 

 

6. CONCLUSION 

The proposed scheme provides three main goals. It proposes a concatenated method to solve the 

error floor problem, the paper succeed to improve the performance of the system at the error floor region. It 

also provides parallel processing of BCH code with convolutional to improve throughput besides improving 

error correction capability. The design of parallel BCH code with convolutional is based on the time delay of 
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a single branch of BCH code. The simulation results prove that the proposed methods reduced the number of 

cycles that was used in the encoding and decoding in the classical processing. The paper also presents an 

adaptive method that makes the system choose the suitable BCH depending on the SNR of the channel that 

reduced the parity bits which leads to reduce the consumed bandwidth. The implementation and the 

simulations are provided to verify the goal of this paper and finally a real case study was presented to show 

the difference between the classical processing and the proposed one. 
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