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 Machine learning involves the task of training systems to be able to make 

decisions without being explicitly programmed. Important among machine 

learning tasks is classification involving the process of training machines to 

make predictions from predefined labels. Classification is broadly 

categorized into three distinct groups: single-label (SL), multi-class, and 

multi-label (ML) classification. This research work presents an application of 

a multi-label classification (MLC) technique in automating Quranic verses 

labeling. MLC has been gaining attention in recent years. This is due to the 

increasing amount of works based on real-world classification problems of 

multi-label data. In traditional classification problems, patterns are associated 

with a single-label from a set of disjoint labels. However, in MLC, an 

instance of data is associated with a set of labels. In this paper, three standard 

MLC methods: binary relevance (BR), classifier chain (CC), and label 

powerset (LP) algorithms are implemented with four baseline classifiers: 

support vector machine (SVM), naïve Bayes (NB), k-nearest neighbors (k-

NN), and J48. The research methodology adopts the multi-label problem 

transformation (PT) approach. The results are validated using six 

conventional performance metrics. These include: hamming loss, accuracy, 

one error, micro-F1, macro-F1, and avg. precision. From the results, the 

classifiers effectively achieved above 70% accuracy mark. Overall, SVM 

achieved the best results with CC and LP algorithms. 
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1. INTRODUCTION 

The field of machine learning focuses on the study that gives artificial intelligence (AI) systems the 

capability to improve its performance over a time period through acquiring new knowledge and skills [1]. 

Conceptually, machine learning is based on training machines to be able to detect patterns and adapt to a new 

circumstance [2]. Important to machine learning is the problem of classification, the task of identifying to 

which category/class an observation (instance) belongs [3]. Traditionally, in a typical classification problem, 

the goal is to predict automatically one of the predefined classes each to a set of samples.  

Given an input 𝑥, the goal of classification is to learn a mapping from input 𝑥 to output 𝑦 where 𝑦 ∈
{𝑖, … , 𝑐}, 𝑐 representing number of classes. This is referred to as a single-label classification (SLC) problem. 

However, in some real-world classification problems, such as in the Quranic text classification task, a data 

instance may be categorized into multiple classes at the same time. 

https://creativecommons.org/licenses/by-sa/4.0/
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For example, a verse in the Quran may be targeted towards several issues (or topics) such as related 

to faith, family, worship, good deeds, paradise, hell among others. This kind of classification problem is 

termed multi-label classification (MLC) [4]. In MLC, which is an extension of the conventional SLC, data 

instances are associated with a set of labels Y ⊆ L.  

Primarily, the concept of MLC originated from text [5] where often documents are associated 

simultaneously with multiple topics such as news, sports, education, economy etc. The techniques of  

MLC have been further applied to other classification problems including marketing [6], imaging [7], 

multimedia [8], and genomics [9]. Although, there have been increasing amount of research works on multi-

label classification methods proposed in literatures, however in the Quranic text classification problem, the 

application of MLC is relatively new. Hence, this paper presents the implementation of multi-label 

classification methods and algorithms applicable in automating Quranic verses labeling task. 

In this work, standard machine learning algorithms (classifiers) are applied for the multi-label task. 

The experimental work involves the use of binary relevance (BR), classifier chain (CC), and label powerset 

(LP) algorithms. These MLC methods will be used to classify Quranic verses simultaneously into one or 

more predefined categories (or class labels) namely: faith (“iman”), worship (“ibadah”), and etiquettes 

(“akhlak”). The selected categories are from the most fundamental aspects of Islam as recognized by the 

Quran experts [2]. 

Generally, a classification task is the problem of predicting class labels for an instance described by 

a finite set of features. Given a set of 𝑛 attributes 𝑋 = {𝑋1, … , 𝑋𝑛}, a set of 𝑞 class labels 𝐿 = {𝑙1, … , 𝑙𝑞}, a 

training dataset 𝐷 comprising of 𝑁 instances: {(𝑥1, 𝑙1), (𝑥2, 𝑙2), … , (𝑥𝑁, 𝑙𝑁)}, each 𝑥𝑖 corresponds to an 

attribute vector (𝑥1, … , 𝑥𝑛) that stores values (information) for the set of 𝑛 attributes in 𝑋, and each 𝑙𝑖 ∈ 𝐿 

corresponds to a single class label.  

From the work [10], there are two classical approaches (or methods) employed to solve 

classification problems involving multi-label data: problem transformation (PT) and algorithm adaptation 

(AA) methods. Problem transformation approach is a simplified way to address MLC problems. It works by 

selecting for each multi-label data instance a single label from its multi-label subset 𝑌 ⊆ 𝐿.  

PT methods are algorithm independent and have been successfully employed to solve classification 

problems [11], [12]. In other words, the methods work by transforming multi-label classification problem to 

one or more single-label classification problems. Thereafter, any of the available SLC algorithms such as 

support vector machines (SVMs), naïve Bayes, k-nearest neighbors (k-NN), neural networks, and decision 

trees can be implemented directly as baseline classifiers. 

On the other hand, algorithm adaptation (also referred to as algorithm dependent) involves extending 

the single-label classifiers to adapt and be implemented directly in multi-label problems [5], [10].  

AA algorithms are specifically developed to solve a given multi-label problem. Hence, they lack flexibility 

and simplicity [5]. These setbacks are the main reasons why AA methods have been less popular compared  

to the PT methods. Existing works based on AA approach include probabilistic methods [13], neural 

networks [14], [15], support vector machines [16], [17], and decision trees [18], [19]. 

This study employed the PT approach for the Quranic text multi-label classification problem due to 

its popularity and simplicity. There are several algorithms available for implementation based on the PT 

approach. The study employed three of the most conventional MLC algorithms: BR [20], [21], CC [22], [23], 

and LP [24]. Review of these algorithms are documented in the next section. 

 

 

2. METHODS AND MATERIALS 

This work involves the multi-label classification of Quranic verses using three standard MLC 

methods: binary relevance (BR), classifier chain (CC), and label powerset (LP) algorithms. The MLC 

algorithms will be used to classify the input verses into one or more of the predefined labels: faith (“iman”), 

worship (“ibadah”), and etiquettes (“akhlak”). Traditional single-label algorithms such as SVMs are not 

capable of handling the classification of multiple labels simultaneously. In this paper, four single-label 

classification algorithms: SVMs, naïve Bayes, k-NN, and decision trees (J48) are implemented as baseline 

classifiers along with the MLC methods. The research methodology follows the problem transformation 

approach previously explained. The experimental workflow (as shown in Figure 1) comprises of four phases: 

input data, pre-processing, prediction, and output results. 

 

2.1.   Experimental dataset 

The dataset experimented in this work as given in Table 1 consists of 1098 verses (data instances) of 

the Quranic text. From the class weight distribution, faith (“iman”) class label has the most class members 

(input verses). This is as expected since most of the ayaat (verses) of the Quran are connected to faith (iman). 

The primary sources of the Quranic textual data are the English translation of the Quran by Abdullah Yusuf 
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Ali (obtained from www.qurandatabase.org) and the English commentary by Ibn Kathir (obtained from 

www.allahsword.com). To the best of our knowledge, there is no availability of standard English Quran 

dataset for machine learning classification tasks.  

 

 

 
 

Figure 1. Experimental workflow 

 

 

Table 1. Percentage composition of class labels 
Dataset No of 

Instances 

Class Weight 

Faith 

(iman) 

Worship 

(ibadah) 

Etiquettes 

(akhlak) 

Faith-Worship 

(iman-ibadah) 

Faith-

Etiquettes 

(iman-

akhlak) 

Worship-

Etiquettes 

(ibadah-akhlak) 

Faith-Worship-

Etiquettes 

(iman-ibadah- 

akhlak) 

Quran 1098 1051.0 115.0 249.0 95.0 64.0 44.0 51.0 

 

 

2.2.   Text pre-processing 

Preprocessing is the process of extracting features, normalizing, and transforming textual data 

suitable for analysis and implementation. The Quranic text is first converted to the standard attribute-relation 

File format (ARFF), which is the format for machine learning in Meka (an extension of Weka machine 

learning software). Thereafter, features are generated from the transformed text using StringToWordVector 

[25] and term frequency-inverse document frequency (TF-IDF) [26], [27]. These are standard filter tools for 

attributes (features) generation and extraction.   

TF-IDF is one of the most widely-used method for accessing and measuring the significance of a 

word to a document. TF-IDF is a combination of two statistical weighting methods: term frequency (TF) and 

inverse document frequency (IDF). The term frequency 𝑇𝑓(𝑡, 𝑑) of a particular word 𝑡 as expressed in (1) is 

defined as the number of times a word 𝑡 appears in a document 𝑑. In addition, inverse-document frequency 

(expressed in (2)) is a method used to further verify if a term 𝑡 is common/rare across all documents.  

 

𝑇𝑓(𝑡, 𝑑) = 0.5 +
0.5×𝑓(𝑡,𝑑)

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑂𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑠 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠
 (1) 

 

 

𝑖𝑑𝑓(𝑡, 𝐷) = 𝑙𝑜𝑔
𝑁

⎹{𝑑∈𝐷:𝑡∈𝑑}⎸
 (2) 

 

where 𝑁 is the total number of documents in 𝐷, ⎹{𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑}⎸is the number of documents where 𝑡 

featured.  

 

2.3.   Multi-label classification (MLC) models 

Multi-label classification is the task of categorizing (or predicting) a set of data instances into one or 

more predefined labels using multi-label classification algorithms. In this experimental work, the problem 

transformation (PT) approach is adopted for the classification task. The study implemented three of the most 

applied PT methods: binary relevance (BR), classifier chain (CC), and label powerset (LP). In the 

classification/prediction phase, stratified 10-fold cross validation method [28], [29] is used for the training 

and testing process. Four traditional supervised learning algorithms: SVMs, NB, kNN, and J48, were 

implemented as baseline single-label classifiers with default parameter values as specified in Meka Toolbox 

for machine learning projects (obtained from https://sourceforge.net/projects/meka/). The input to the 

classifier is a Quranic verse represented by a vector of term count, while the outputs from the MLC 

classifiers are the predefined class labels: faith ‘iman’, worship ‘ibadah’, etiquettes ‘akhlak’.  The multi-label 

classification methods are explained as follows: 

1) Binary relevance (BR) is the most widely-applied problem transformation method. The MLC algorithm 

works by training multiple single-label binary classifiers. It builds M binary classifiers, one for each label 
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L (where M = L). In turn, each classifier predicts a yes/no (i.e., 0/1) per class. For a new instance, the BR 

method outputs all the positively predicted labels li by the M classifiers.  

2) Classifier chain (CC) is also one of the most popular multi-label classification methods based on problem 

transformation approach. CC is a direct extension of binary relevance (BR) method. The MLC algorithm 

takes into consideration label dependency while retaining the simplicity and efficiency of the binary 

relevance method. CC works similar to BR by training first a classifier for each label L (where M = L). 

However different from BR, the algorithm makes predictions based on the chain order sequence of labels 

randomly initiated. The value of the first label in the sequence is predicted, then the predicted value along 

with its instance will be used as input to predict the value of the next label. This process continues 

following the randomly ordered chain sequence until the last label is predicted.  

3) Label powerset (LP) multi-label classification algorithm is a simple but less popular of the problem 

transformation methods [30]. The MLC algorithm takes into consideration label correlations that may 

exist among the class labels. It considers each set of labels in the multi-label training data as one of  

the labels of a new single-label classification problem. For a new instance, the single-label classifier 

predicts the most likely label (which in return is a set of labels). The major setback with LP is high 

complexity [30] as a result of large number of possible label subsets combinations that could exist.  

 

2.4.   Evaluation metrics 

In multi-label classification task, there are standard performance measures different from those 

conventionally used in single-label classification problems. Among these include hamming loss, one error, 

ranking loss, recall, precision, accuracy, and avg. Precision. In the experimental work, six standard 

performance metrics were employed for evaluating the multi-label classification algorithms. Given an 

evaluation dataset: (𝑥𝑖 , 𝑦𝑖); 𝑖 = 1, … , 𝑁 denotes a multi-label data sample, 𝑌𝑖 ⊆ 𝐿 denotes set of true labels, 

𝐿 = { λj ∶  𝑗 = 1, … , 𝑀} denotes set of all labels, 𝑍𝑖 denotes set of predicted labels, and 𝑟𝑖(𝜆) denotes rank 

predicted for a label λ, the performance measures are explained as follows:  

1) Hamming loss [31] is a standard performance metric that takes into consideration prediction errors (i.e., 

incorrect labels), and also missing errors (i.e., labels not predicted). The metric is used to evaluate the 

frequency of a misclassified label. The best performance is attained when hamming loss value is equal to 

zero i.e., the smaller the hamming loss, the better the performance of the MLC method.   
  

𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝐿𝑜𝑠𝑠 =
1

𝑁
∑

|𝑌𝑖△𝑍𝑖|

𝑀

𝑁
𝑖=1  (3) 

 

2) Accuracy is used to symmetrically measure how close a set of true labels (𝑌𝑖) is to a set of predicted labels 

(𝑍𝑖) [32]. Thus, the higher the accuracy value, the better the performance of the MLC method. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

𝑁
∑ |

𝑌𝑖∩𝑍𝑖

𝑌𝑖∪𝑍𝑖
|𝑁

𝑖=1  (4) 

  

3) One error evaluation metric [33] is used to measure the frequency of the top-ranked label that was not in 

the set of true labels. As its value tends towards zero, the best performance is reached. 
  

𝑂𝑛𝑒 𝐸𝑟𝑟𝑜𝑟 =
1

𝑁
∑ 𝛿(𝑎𝑟𝑔𝜆∈𝐿𝑚𝑖𝑛 𝑟𝑖(𝜆)) 𝑁

𝑖=1  (5) 

 

4) Avg. precision measures the average fraction of labels ranked above a particular label 𝑙 ∈ 𝑌𝑖, which is 

actually in 𝑌𝑖. It is the average of precision taken for all possible labels. The best result is achieved when 

avg. precision is 1 [34]. Thus, a larger avg. precision’s value signifies a better performance. 
 

𝐴𝑣𝑔. 𝑃 =
1

𝑁
∑

|𝑌𝑖△𝑍𝑖|

|𝑍𝑖|
𝑁
𝑖=1  (6) 

 

5) Micro-averaged F-measure (Micro-F1) [34] represents harmonic mean of micro-precision (Mic-P) and 

micro-recall (Mic-R).  
 

𝑀𝑖𝑐𝑟𝑜 − 𝐹1 =
2×(𝑚𝑖𝑐−𝑃)×(𝑚𝑖𝑐−𝑅)

(𝑚𝑖𝑐−𝑃)+(𝑚𝑖𝑐−𝑅)
 (7) 

  

6) Macro-averaged F-measure (Macro-F1) [34] represents harmonic mean of macro-precision and macro-

recall.  
 

𝑀𝑎𝑐𝑟𝑜 − 𝐹1 =
2×(𝑚𝑎𝑐−𝑃)×(𝑚𝑎𝑐−𝑅)

|𝐿|
 (8) 
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3. EXPERIMENTAL RESULTS AND ANALYSIS 

This section reports the experimental results of the study. Implementation was carried out using 

three standard multi-label classification methods: BR, CC, and LP. In addition, four traditional single-label 

classifiers: SVMs, NB, k-NN, and J48 were used as baseline classifiers. Also, six standard evaluation metrics 

were applied to validate the effectiveness of the classification algorithms. 

The results obtained using the MLC methods along with the SLC baseline classifiers were 

exhaustively compared. Tables 2 to 4 showed the results comparison in terms of hamming loss, accuracy, one 

error, avg. precision, micro-F1, and macro-F1. In the bold are the best results achieved by the baseline SLC 

algorithms with respect to each of the evaluation metrics and MLC methods.  
 

 

Table 2. Multi-label classification results using 

binary relevance algorithm 
Evaluation  

metrics 

BR 

NB SVM k-NN J48 

Accuracy↑ 0.778 0.852 0.823 0.838 

Hamming loss↓ 0.186 0.107 0.129 0.114 

One error↓ 0.071 0.037 0.051 0.101 

Micro-F1↑ 0.807 0.875 0.843 0.866 

Macro-F1↑ 0.839 0.893 0.866 0.88 

Avg. Precision↑ 0.589 0.578 0.602 0.565 
 

Table 3. Multi-label classification results using 

classifier chain algorithm 
Evaluation  

metrics 

CC 

NB SVM k-NN J48 

Accuracy↑ 0.777 0.86 0.818 0.841 

Hamming loss↓ 0.187 0.106 0.133 0.115 

One error↓ 0.047 0.035 0.06 0.045 

Micro-F1↑ 0.806 0.88 0.836 0.865 

Macro-F1↑ 0.836 0.878 0.86 0.882 

Avg. Precision↑ 0.652 0.581 0.608 0.595 
 

 
 

Table 4. Multi-label classification results using label powerset algorithm 
Evaluation  

metrics 

LP 

NB SVM k-NN J48 

Accuracy↑ 0.797 0.86 0.817 0.829 

Hamming loss↓ 0.163 0.103 0.134 0.125 

One error↓ 0.034 0.039 0.06 0.051 

Micro-F1↑ 0.827 0.88 0.837 0.854 

Macro-F1↑ 0.855 0.898 0.859 0.873 

Avg. Precision↑ 0.614 0.583 0.606 0.606 

 

 

In Table 2, implementation with multi-label BR method showed varying results across the baseline 

SLC algorithms. SVM classifier achieved the best results in most of the metrics evaluated, while decision 

trees (J48) algorithm followed closely. The NB algorithm had the least results across the evaluation metrics. 

This could be due to the nature of the experimental dataset since most learning algorithms are sensitive to 

data. In addition, the combination of the binary relevance MLC method with the learning algorithms could 

have a significant influence on the classification performance.  

Assessing the performance of the CC multi-label classification method likewise showed competitive 

results. It could be seen that SVM classifier again achieved the best results across all evaluation metrics used 

except for avg. precision where the naïve Bayes algorithm displaced the classifier to top position achieving 

65.2% avg. precision value. Furthermore, NB classification algorithm had the least results with the CC 

method closely similar to the binary relevance method. Since classifier chain MLC algorithm takes into 

consideration labels correlation, this had improvement over the binary relevance method. Consistently, the 

combination of CC and the baseline SLC algorithms performed better across the performance measures.  

Table 4 reports the classification performance with LP multi-label classification algorithm. From the 

table, SVM classification model consistently proved to be an efficient and powerful learning algorithm. The 

baseline classifier had the overall highest scores of 86% accuracy, 88% micro-F1, 89.8% macro-F1, and 

10.3% hamming loss. In terms of error rate and avg. precision, naïve Bayes classifier had better results of 

0.034 and 61.4% respectively. As previously established, the nature of experimental datasets as well as the 

MLC methods applied on the learning algorithms may significantly influence the classification performance.   

In general, analysis of the classification performance of BR, CC, and LP multi-label classification 

methods showed competitive results with the baseline classifiers: SVM, NB, k-NN, and J48 learning 

algorithms. This is due to the fact that every classifier has its strength and weakness. It is difficult to conclude 

on one ultimate best classifier. However, the SVM classification algorithm proved to be a consistent and 

efficient classifier. It achieved with BR, CC and LP multi-label classification methods, the best accuracy, 

micro-F1, and macro-F1 results of 86%, 88%, 89.8% respectively. Followed closely is the decision tree (J48) 

with the second highest accuracy, micro-F1, and macro-F1 results of 84.1%, 86.6%, 88.2% respectively. 

Consequently, SVM classifier performed best with the MLC methods achieving the best lowest hamming 

loss (0.103), while naïve Bayes classifier had the lowest error rate (0.034) and highest avg. precision value of 

65.2%.  
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4. CONCLUSION  

This research study is based on the application of multi-label classification methods in Quranic text 

(verses) labeling problem. In the experimental work, three MLC algorithms: BR, CC, and LP were 

implemented with four traditional single-label classifiers: NB, SVM, k-NN, and J48. The implementation 

followed the PT strategy, where the standard SLC algorithms functioned as the baseline classifiers. The 

classification performance was validated exhaustively using six standard evaluation metrics often employed 

in MLC problems. Consistently, the SVM classifier in combination with the MLC methods achieved the top 

ranked position. The SLC algorithm achieved the overall best results across the performance metrics. We 

could infer from the classification results that SVM learning algorithm is very efficient with relatively large 

dataset. In the future works, we looking forward to exploring and implementing MLC techniques to other 

related text classification problems. Also, the study will focus on the development of a complete English 

Quran dataset that could be standardized for machine learning tasks. 
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