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 The path planning problem has been a crucial topic to be solved in 

autonomous vehicles. Path planning consists operations to find the route that 

passes through all of the points of interest in a given area. Several algorithms 

have been proposed and outlined in the various literature for the path 

planning of autonomous vehicle especially for unmanned aerial vehicles 

(UAV). The algorithms are not guaranteed to give full performance in each 

path planning cases but each one of them has their own specification which 

makes them suitable in sophisticated situation. This review paper evaluates 

several possible different path planning approaches of UAVs in terms 

optimal path, probabilistic completeness and computation time along with 

their application in specific problems. 
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1. INTRODUCTION  

Over the past decades, unmanned aerial vehicles (UAVs) have increasingly been applied in different 

areas with wide range of applications, such as communication, surveillance, photogrammetry, disaster 

management, and structure supervision [1]. Intelligent vehicles such as UAVs have advanced their 

capabilities for highly and, even fully, automated driving under controlled environments [2]. However, path 

planning remains one of the primary issues that must be addressed before vehicles can traverse in complex 

environments independently [3]. Indeed, one of the most difficult problems is generating an efficient path 

from a given initial destination to a final destination in real time [4]. Thus, multiple algorithms are being 

introduced and improved in order for it to be able to choose the path that takes less time and that presents less 

costs to accomplish the intended tasks [5]. 

− Path planning approach 

This review paper evaluates several possible path planning algorithms of UAVs in terms optimal 

path, probabilistic completeness and computation time along with their application in specific problems. 

These properties are important in path planning algorithm, when a search algorithm possesses the property of 

optimality, it guarantees that it will locate the best possible solution. When a search algorithm has the 

property of probabilistic completeness, it means that the algorithm will return a solution if one is available. 

Path planning approaches reviewed in this paper can be classified into three categories; Graph search; 

Sampling-Based; and Biological-Inspired Path Planning as illustrated in Figure 1. 

https://creativecommons.org/licenses/by-sa/4.0/
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Figure 1. Path planning approach 
 

 

2. GRAPH SEARCH 

In graph search algorithm, the basic idea is to move across from point A to point B in some sort of 

space. This state space is commonly described as an occupancy grid or lattice which shows where objects are 

located in the environment. Graph based algorithms generally implemented in sparse and discrete 

environment [6]. According to [2], some of the automated vehicle’s development has been applying this 

method in their path planning process. There are several graph search algorithms such as A*, Dijkstra’s, and 

D* Algorithm. 
 

2.1.   Dijkstra algorithm 

Dijkstra algorithm was first introduced in 1956 by Edsger W. Dijkstra [7]. It is based on graph 

search algorithm that suitable in finding single-source shortest path between one node and every other node 

in the graph using greedy method [3]. In fact, in [8], Dijkstra algorithm is viewed and presented as Greedy 

algorithm. The most distinguishing aspect of Dijkstra is that the generated path will start at the center and 

then extended to the end point in the environment. The formulation of the shortest path between that vertex 

and every other vertex in the given environment is determined by the vertex (nodes) and edges. The varying 

weight of the given area will influence the choice of the shortest path in the environment. It is non-heuristic 

approach. It can provide shortest path but cannot promise optimal result in terms of travel time as in [9]. 

Although that, results in [10], which compares Dijkstra’s, A*, and ant colony optimization (ACO) shows that 

Dijkstra is still able to give fair performance in real time path planning by having the least run time. By 

integrating Dijkstra’s with Voronoi diagram and visibility algorithm in [11], it has been proven to save up to 

21% of energy, which is energy efficient, and the path can keep the vehicle from collision. In [12], Dijkstra’s 

algorithm being improved to only consider the nearest node in a given environment, thus reducing overall 

time consumption. According to [13], the classical Dijkstra algorithm only capable of finding one shortest 

path, while skipping over the other paths with the equal distance. Thus, to address this issue, a new enhanced 

Dijkstra algorithm is presented that able to find all shortest paths. The ideal path with the shortest distance 

and time is found by adding the running time in the path planning evaluation. 
 

2.2.   A* algorithm 

A* is an expansion of Dijkstra’s graph search algorithm [2] in addressing the shortcoming of 

Dijkstra’s algorithm and adopt the optimum priority search method [14]. A* algorithm can deliver a general 

heuristic approach in the process of searching for the ideal path [7]. Compared to Dijkstra algorithm, A* have 

higher path search efficiency [3] but it has longer computation time [10] but both of them has fair 

performance and can be implemented to accomplished real-time path planning. The search algorithm that 

used by A* is best-first search [15]. The difference between Dijkstra’s and best-first search is that Dijkstra's 

algorithm favors to search for nodes near the initial point, while a best-first search favors node near the 

destination point. A* acts to balance the two solutions to ensure that the node with the lowest traverse cost is 

selected at every level. According to [2], A* cannot achieve continuous path but it ensures that the shortest 

route is always followed in the direction of the target node [3]. The modified A* algorithm has been 

implemented in various path planning application [15]-[19]. 
 

2.3.   D* algorithm 

Stentz [20] is the first to introduce dynamic A*(D*). It's a modified version of A* that's been 

programmed to swiftly repair solutions when the structure changes. At each state in the traverse, an optimal 

path to the goal is achieved, providing all known information at each step is correct [21]. When the nodes in 
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the graph change, only the new costs of the nodes are updated, allowing the prior path to be exploited. 

Because it does not have to re-plan the entire path through the end, D* extends fewer nodes as compared to 

A*. The analysis of a node's neighbors is used to determine the cost of motion from the current node to the 

neighbor [22]. D* is most efficient when these changes of the nodes are detected near the current starting 

point in the search space making it suitable for robots having on board sensor. The algorithm can provide 

optimal and efficient path as well as managing the full spectrum of map information, from complete and 

accurate map information to little or no map information. [23]. In [24] D* focused was proposed with the 

goal of improving the characteristics of D*. This algorithm improved the expansion by minimizing the 

number of nodes that needed to be analyzed as well as the computing time. Author in [25] presented a 3D 

grid D* algorithm in which demonstrated that the change could deliver real-time performance at a lower cost. 

A modified approach of D* for terrain-based path planning is proposed in [26]. Besides the distance to be 

travelled, the terrain slope estimate is also considered in the cost function computation to plan the path. When 

compared to the D* method, the modified D* algorithm generates more efficient results since it is able to 

avoid peaks and so reach the end destination in more efficient way.  
 

 

3. SAMPLING BASED PATH PLANNING 

Sampling-based approaches are implemented throughout the search within configuration space where 

information is acquired from a collision detector. The path depends on the possible configuration and checks 

collision so that the configuration's validity can be verified and produce results that match with the target 

configuration. While this random approach has advantages in providing quick result to difficult problems [27], 

the algorithm lacks information on the existence of the object in the configuration space since collision testing is 

only performed when necessary [28]. The improvement, description, application, and improvement of 

sampling-based algorithm are being reviewed thoroughly in [27]. According to [6], [29], In a complex and 

realistic setting, sampling-based algorithms are more promising compared to graph-based algorithms because it 

is simpler in aspects of representation and computation. In sampling-based path planning, there are two 

common methods; rapidly exploring random tree (RRT) and probabilistic roadmap (PRM). 
 

3.1.  Rapidly-exploring random tree (RRT) 

RRT is a tree-growing algorithm that grows a tree from the initial point to the target point, or vice 

versa. A point is chosen at random from the configuration space, and if it is in free space, a connection to the 

closest vertex in the tree is attempted, resulting in a rapidly exploring random tree [27], as shown in Figure 2. 

RRT have been proved to be effective at addressing complicated path-planning problems in high dimensional 

environments. In addition, RRT is conceptually simple and able to attain probabilistic completeness [28]. On 

the other hand, the traditional RRT are not guaranteed to achieve optimality or even producing high-quality 

path. In [30], It has been shown that under moderate space conditions, the cost of the best route in the RRT 

approaches a non-optimal value, thus the algorithm has been modified to obtain optimal result. Researchers 

in [31] has improved the algorithm to achieve optimal path planning in a cost space while describes an 

anytime motion algorithm that based on the RRT∗ which able to quickly discover an initial possible solution 

and then converges to an optimal solution. Improved algorithm in [32] suitable for handling the path planning 

with threat region and dynamic constraint. The old RRT algorithm was modified in this approach by deleting 

unnecessary nodes and constructing a transition trajectory, which increased the UAV's safety and 

maneuverability. 
 

 

 
 

Figure 2. Procedure of extending RRT [27] 
 

 

3.2.   Probabilistic roadmap method (RPM) 

PRM consist of several steps. The first step is configuration. By selecting coordinates at random, 

configurations are sampled. Then, in phase two, the sampled configurations are checked for collision to avoid 

obstacles. The collision-free for start and target configurations are kept as milestones, and each milestone is 
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connected to its closest neighbors by straight paths. From the linked milestone, the collision-free links are 

retained as local paths as new configuration to form the PRM. This is shown in Figure 3. 

PRM generally applied in large and complex configuration space It has been shown in [33], [34] that 

PRM is probabilistically complete. Based on [35], the rate of convergence of PRM on the other hand, is slow, 

and paths generated are not optimal. According to [29] the solutions from PRM can lead the device to fail 

and move very close to the obstacles in the configuration, making it impractical. Various modification has 

been done to the original PRM for better result. The resulting roadmap from modification made in [29] can 

then be applied to produce much practical paths. In [36] with some improvement of the path efficiency and 

cost, RPM has been implemented to solve path planning problems under unknown environment. In [37], the 

author proposes a method for quadrotor UAVs to fly in formation with collision avoidance using PRM. 
 

 

 
 

Figure 3. PRM process 
 
 

4. BIOLOGICALLY INSPIRED PATH PLANNING 

Biologically inspired path planning is one of the major subsets of natural computation. It is 

described as the combination of connectionism, social behavior, and emergence. With the use of computers, 

this method is being implemented to model living phenomenon, and at the same time it attempts to enhance 

the use of computer for a better future. Natural inspired path planning algorithm can be categorized into three 

methods [38], which evolutionary, swarm intelligence and neurodynamic. In this paper, algorithms from two 

types of method are being discussed which genetic algorithm using evolutionary method, also particle swarm 

optimization (PSO) and ACO which used swarm intelligence method. Research article [39], [40] discuss 

thoroughly on the swarm optimization technique such as PSO, ACO and others. 
 

4.1.   Genetic algorithm (GA) 

A genetic algorithm (GA) resides to meta-heuristic search algorithms [4], [7] that is motivated by 

the principle of natural evolution of Charles Darwin. GA is based on natural genetics, which benefits from 

processes such as natural selection, crossover, and mutation [41]. This method used the natural selection 

system in which the most suitable individuals are chosen for reproduction to create next-generation offspring. 

This biological evolution can be applied to solve both constrained and unconstrained optimization problems. 

GA can rapidly obtain any solution but it could result in local optimum solution if the algorithm operates in 

an improperly-defined fitness function [38] as the convergence speed will reduce when it approaches the 

optimal solution [3], thus making GA computationally expensive and practically incomplete [28]. Algorithm 

improvement in [42] shows that their method can boost the global search ability of genetic algorithm, as well 

as improving the quality and accuracy of UAV flight path. GA also being combined with PRM in [43] to 

solve mobile robot path because as compared to other methods, GA has the potential to look for optimal 

solutions in a larger search space. In [44], the crossover, selection and mutation of GA helps to improve 

energy optimization path planning for near optimal or optimal solution. To deal with scenarios involving 

obstacles and buildings, a coverage path planning approach based on 3D structure mapping is proposed in [45]. 

The coverage path is calculated using a GA, and only the free spaces and areas with target below the height 

flying are considered. 
 

4.2.   Particle swarm optimization (PSO) 

Particle swarm optimization (PSO) is a traditional meta-heuristic practically used to address global 

optimization issues using the swarming characteristic of biological populations. It was created in the mid-

1990s as a means of recreating the well-choreographed motion of a flock of birds [46]. Figure 4 shows how 

each particle find its next location towards the target. Each particle in the algorithm changes its conditions to 

find target based on velocity value. As shown in (1) velocity value indicates how much distance, position and 

speed of a particle can be modified and it is affected by three factors; its own inertia, particle memory 
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influence that pulls particle toward personal best (pBest), and swarm influence that pulls particles towards 

swarm best (gBest) [40]. A pBest value specifies how close the particle's data has ever come to the target. 

When the neighborhood of a particle forms a swarm, the best position in the neighborhood, gBest is obtained. 

 

𝑉𝑖
𝑡+1 = 𝑉𝑖

𝑡 + 𝑐1𝑟1𝑖(𝑝𝐵𝑒𝑠𝑡𝑖
𝑡 − 𝑋𝑖

𝑡) + 𝑐2𝑟2𝑖(𝑔𝐵𝑒𝑠𝑡𝑖
𝑡 − 𝑋𝑖

𝑡) (1) 

 

With the balance the pBest and gBest operations in PSO, it eases in the process of generating an 

optimum path [4], [28]. According to [47], because of its straightforward implementation theory and ability 

to provide gBest for all particles, PSO is well suited for use in UAV route planning and other optimization 

tasks. It also is easy to be implemented [38], high precision and fast convergence [3], but if the environment 

become complicated, it can lead convergence speed issues [38]. PSO is able to give path completeness 

according to review in [28]. In [48], a new PSO-based technique called Adaptive Particle Swarm 

Optimization is developed, and it is compared to PSO in terms of path length and time in static settings, and 

it successfully avoids obstacles and reaches the goal in less time than traditional PSO. The comprehensively 

improved PSO proposed and analyzed by author in [47] capable of producing faster convergence and optimal 

solution.  
 

 

 
 

Figure 4. Particle swarm optimization process 
 

 

4.3.   Ant colony optimization (ACO) 

Marco Dorigo introduced ant colony optimization (ACO) in 1992. ACO, like PSO, is a meta-

heuristic and probabilistic technique focused on ant colony activity in searching for food and forming paths 

after finding its source. Ant, pheromone, daemon action, and decentralized control are four key components 

of ACO [39]. Ants release pheromones as they move through the search area, and the quantity of these 

pheromones indicates the trail's intensity. Daemon acts are used to collect global information to decide if 

additional pheromones need to be introduced in order to promote convergence. Decentralized control is then 

implemented to make it more robust and flexible in a complex setting. Figure 5 shows ant colony 

optimization Algorithm processes where early process, the ants start find a path between nest and food and 

lay pheromone. The ants then went through all possible paths and lastly majority of them opting for the one 

with the highest pheromone. 
 

 

 
 

Figure 5. Ant colony optimization algorithm processes [39] 
 
 

Problems with specific and clearly predefined source and destination are the most fit for ACO 

implementation [41] and more applicable for problems that requires crisps results. The benefits of ACO 
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include rapid exploration of good solution finding and distributed computing, which prevents premature 

convergence [39]. ACO can adapt to new changes making it suitable to be implemented in dynamic 

applications. ACO, has disadvantages, such as slow convergence speed as compared to other metaheuristic 

approaches. The convergence is guaranteed, but as the complexity of the search space increases, the 

convergence time becomes uncertain [38], [40]. As in [10], the comparison result proves that ACO has the 

longest simulation run time. Ant colony optimization is being enhanced in [49]. Experimental result of the 

implementation in complex situation with dense obstacles shows that the enhanced algorithm is able to 

provide satisfactory path planning and meet the computational time requirement. Research in [50] shows that 

in both simple and complex environments, ACO can discover a near optimal path and avoid obstacles in a 

timely manner. The new dynamic algorithm proposed in [51] incorporates ACO with potential field. It uses 

an artificial field to simulate the environment for collision-free path planning for the UAV while taking into 

account on both static and dynamic threats. In [52], path planning integrates immune network optimization 

with ant colony optimization to improve the ability of a multi UAV system to find the shortest path.  

 

 

5. SUMMARY ON PATH PLANNING TRAITS 

Table 1 summarizes the observation of traits in terms of optimal path, probabilistic completeness, 

and application areas for each algorithm. Three graph search algorithms discussed in this paper, all applicable 

in finding shortest path planning and has fair performance and can implemented to complete online real-time 

path planning. Dijkstra’s algorithm cannot always provide optimal path and not suitable for vast and high 

dimensional area in terms of run time as its dependency on the number of nodes. A* being introduced to 

address the shortcoming of Dijkstra’s, make used the advantages of heuristic method. D* is then introduced 

to swiftly repair solutions when the environment changes. For sampling-based method, it is being found that 

both algorithms, RRT and PRM are both suitable in solving complex path planning problem in high-

dimensional spaces. They are able to achieve probabilistic completeness but having slow computation time 

and path produces are not optimal. In biologically inspired algorithm, GA is inspired from evolutionary 

method while PSO, and ACO are inspired by swarm. GA is suitable to be applied in finding solutions in wide 

search space and rapidly obtain any solution efficiently. PSO in other hand having fast convergence speed 

but it becomes problem as the environment becomes complicated but it still able to provide path optimality 

and completeness making it fit for problems with dynamically changing landscapes and to find multiple 

solution. Lastly, ACO ideal for problems with predefined source and destination. It able to give path 

completeness which suitable for problems that require firm and clean result. 
 

 

Table 1. Path planning algorithm summary 
 Optimal 

Path 
Probabilistic 

Completeness 
 Application Implemented in 

Dijkstra’s No No Graph Search Finding shortest single source path planning  [11]-[13] 

A* Yes No  Finding shortest path planning [15]-[19] 

D* Yes No  Solve graph-based cost optimization problem for 
which arc costs change during the traverse of the 

solution path. 

[25], [26] 

RRT No Yes Sampling 

Based 

Solve complex path planning problem in high-

dimensional spaces 

[30]-[32], 

[53] 

RPM No Yes  Solve complex path planning problem in high-
dimensional spaces 

[29], [36], 
[37] 

GA No No Biologically 

Inspired 

Search for optimum solutions in a wider search 

space 

[42]-[45], 

[54] 
PSO Yes Yes  Solve problems with dynamically changing 

landscapes, and to find multiple solutions 

[47], [48], 

[55], [56] 

ACO No Yes  Solve problems with predefined source and 
destination. Applicable for problems that requires 

crisps results 

[49]-[52], 
[57] 

 

 

5.1.   PSO as efficient path planning 

In the context of expending and vast network of internet of things (IoT), UAVs are being utilized to 

collect uplink data from ground IoT devices by acting as aerial gateway (AG). Using aerial gateway can 

reduce the energy used by IoT devices as the IoT devices (ID) cannot transmit data over long distance, but 

UAV also has its own drawback in terms of battery capacity, which then can reduce the flight time. In order 

for the UAV to cover all the desired location in limited flight time, it requires a sophisticated path planning 

that gives the shortest path for the AG to fly and at the same instant can reduce the time travel. In order for 

the AG to obtain data from all of those ID, instead of visiting each ID individually, one method has been 
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proposed which is K-PSO Method. In this method, ID is grouped based on their distance from one another, 

AG only need to visit center of each cluster, as illustrated in Figure 6. K-PSO consists of K-means method to 

group the ID into clusters and determined the location of cluster center, known as centroid on the ground 

level. The stop point of AG on the air level is perpendicular to the location of the centroid. PSO method is 

then integrated to find the shortest and optimal path to connect all those stop points as route for the AG. 

Figure 7(a) shows an environment where 20 ID being placed randomly. Figure 7(b), those ID are 

grouped into eight clusters using K-Means method, and the stop points each cluster is represented by number 

0,1,2,3,4,5,6,7 respectively and point 8 indicates the take-off and landing point of the AG. The shortest path 

connecting them is obtained using PSO method and the distance between each stop point is shown in Table 2. 

The result shows that PSO able to connect multiple stops points with rules of visiting only visiting each stop 

point once during the operation. 
 

 

 
 

Figure 6. Network topology 
 

 

  
(a) (b) 

 

Figure 7. Shows; (a) simulation environment with random ID, (b) map of PSO connecting multiple stop points 

 

 

Table 2. Path planning algorithm summary 
Shortest Route Distance (Meter) 

8 277.196 

6 279.248 
2 261.309 

5 613.025 

0 320.859 
4 385.069 

3 573.77 

1 225.261 
7 381.938 

Total Distance 3617.675 
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6. CONCLUSION 

This paper presented some algorithms used in the path planning of UAV. The algorithm discussed 

being classified into its category and by what it is inspired by. Also, brief operation of each one is 

summarized for better understanding on the algorithm. The advantages and disadvantages of each algorithm 

also briefly described. Evaluation of different path planning algorithm in terms optimal path, probabilistic 

completeness and computation time along with their application in specific problems has been represented in 

this paper. It was possible to conclude that each algorithm has their own traits making it applicable in 

different type of path planning problems. The original or primary algorithm may be lack in certain 

characteristics but with the improvement of the algorithm and integration with other techniques may result in 

more efficient solution in solving sophisticated problems. The brief result on using PSO to connect multiple 

stop points is also being represented.  
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