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 In this paper, to categorize and detect pneumonia from a collection of chest 

X-ray picture samples, we propose a deep learning technique based on object 

detection, convolutional neural networks, and transfer learning. The proposed 

model is a combination of the pre-trained model (VGG19) and our designed 

architecture. The Guangzhou Women and Children's Medical Center in 

Guangzhou, China provided the chest X-ray dataset used in this study. There 

are 5,000 samples in the data set, with 1,583 healthy samples and 4,273 

pneumonia samples. Preprocessing techniques such as contrast limited 

adaptive histogram equalization (CLAHE) and brightness preserving  

bi-histogram equalization was also used (BBHE) to improve accuracy. Due 

to the imbalance of the data set, we adopted some training techniques to 

improve the learning process of the samples. This network achieved over 

99% accuracy due to the proposed architecture that is based on a 

combination of two models. The pre-trained VGG19 as feature extractor and 

our designed convolutional neural network (CNN).  
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1. INTRODUCTION  

Epidemics and chronic diseases have taken many lives and caused massive crises around the world 

over the decades. Pneumonia, a common lung infection caused by bacteria, viral, or fungi, is one of these 

disorders. It is the world's top cause of death. There are two varieties of pneumonia: viral and bacterial. The 

difference between the two is the treatment technique; bacterial pneumonia is usually treated with antibiotics, 

whilst viral pneumonia improves on its own [1]. It is a prevalent disease that has many causes, one of which 

is the high amount of pollution [2]. 

In 2016, pneumonia ranked eighth on the list of the top ten causes of death in the United States [3]. 

In 2017, this respiratory disease killed globally over a million lives of both children under the age of 5 and 

the elderly over 50, and it continues to be a deadly disease nowadays if not diagnosed earlier [4]. Pneumonia 

can be identified through the examination of the lung radiographically, by CT-scan, or even by molecular 

diagnostic assays (such as PCR) [5], but the most popular diagnosis method is by using radiography (chest  

X-ray examination), using a very small dose of ionizing radiation to produce pictures of the inside of the chest. 

The expert uses those pictures to confirm or validate if the person is infected by pneumonia or not.  

On the other hand, many researchers rely on a variety of artificial intelligence and deep learning-

based pneumonia detection strategies, particularly in segmentation and classification. Computer-aided 

diagnosis (CAD), which uses artificial intelligence-based solutions, is a term used in the medical industry to 

https://creativecommons.org/licenses/by-sa/4.0/
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describe these automatic detection procedures [6], [7]. In poor regions and nations such as South Asia and 

Sub-Saharan Africa, where it is difficult to obtain experienced healthcare personnel and radiologists whose 

predictions on such diseases are crucial [8], [9], the CAD technique can be quite beneficial.  

The advantage of using computer-aided diagnosis is that it can be expediency for a large population at 

a minimal cost. In addition, another issue with pneumonia detection is that in some cases the features that 

describe this disease can be mixed with features of other diseases like middle East respiratory syndrome 

(MERS) and COVID-19. Deep learning and its applications solve this issue with higher accuracy and 

sometimes even better than expert radiologists do [10]. In the medical imaging field, the quality of the X-ray 

images to diagnose pneumonia through a deep learning model makes a difference in the accuracy and the 

precision of the model [11]. Therefore, in this paper, we present a costume transfer learning architecture that 

combines a pre-trained model (VGG19) and our classification model with a whole image preprocessing 

section to improve the quality of chest X-ray images before feeding it to the deep learning processes. This 

preprocessing action helps to increase the accuracy of pneumonia detection by X-ray films.  
 
 

2. RELATED WORKS 

The biggest challenge for doctors is to reduce the patients suffering and to treat them, this challenge 

can be overcome only if they can make a good diagnosis and intervention, from this point the integration of 

the automated detection systems and computer-aided diagnosis (CAD) started to be very important and very 

useful [12]. In the medical imaging field, the implementation and the use of different deep learning 

algorithms and models have shown an interesting and encouraging results. Some of the powerful and most 

used deep convolutional networks like residual network ResNet [13], Xception [14], Inception [15],  

VGG [16], DenseNet [17] reached over 95% accuracy in different diseases detection such as skin cancer 

classification [18], diabetic retinopathy detection [19], arrhythmia detection [20], and hemorrhage 

identification [21]. In our work, we focused on developing an automated detection system that detects the 

pneumonia disease through lung X-ray films since Pneumonia is increasingly becoming one of the research 

hotspots in recent years. In this section, we present related works that are in the same vein: 

In 2018, Okeke et al. [22] released a very interesting paper, where they built a convolutional neural 

network model from scratch to extract features from a given chest X-ray image. Their technique was able to 

mitigate the dependability and interpretability issues that are frequently encountered when working with 

medical images. In 2020, Hashmi et al. [23] published an efficient model that detects pneumonia based on a 

weighted classifier, which combines the weighted predictions from different pre-trained models such as 

ResNet, Xception and DenseNet121. The work presented in 2020 by Luján-García et al. [24] described the 

use of the transfer learning and the performance of the exception model to detect the abnormality in chest  

X-ray images. 

Livieris et al. presented in 2019 [25] a semi-supervised learning algorithm based on a new weighted 

voting scheme. They proved that the weights of models make a difference in the precision of the classification 

process. In 2020, Asnaoui et al. [26] proposed an approach based on multiple models such as VGG19 to 

predict the pneumonia existence in the lung X-ray films. They reached an accuracy of more than 98%. Also, 

in 2020 Apostolopoulos and Mpesiana [27] proved in their paper that the use of a pre-trained models as a 

feature extractor reveals a good performance and a less lose accuracy on the model evaluation. 

Jaiswal et al. In their paper released in 2019 [28] employed Mask-RCNN in a convolutional neural 

network to identify and localize pneumonia in lung X-ray films in a research published in 2019. The model's 

efficacy and resilience were demonstrated by its good performance on the chest radiography dataset. In the 

deep learning field especially in medical imaging, the first question that comes to mind is: what is the best 

deep learning architecture? Additionally, how we use it to get the best performance and results? Following 

the context of object detection and classification in lung X-ray films, we present a modified convolutional 

neural network with a complete image processing section dedicated to improve the quality of X-ray images 

that combines a pre-trained model (VGG19) and a costume model as feature extractors.  
 

 

3. DEEP LEARNING APPROACH 

3.1.   Convolutional neural network (CNN) 

Convolutional neural networks (CNNs) are a type of deep feed-forward artificial neural network, 

mostly used in object detection and image classification, the CNN was first used in 1989 by Cun et al. [29] 

for handwritten zip code recognition, their application was able to detect and extract handwriting features 

without any intervention and supervision from humans. As illustrated in Figure 1, the output layer of a 

convolutional neural network is made up of fully connected layers (convolution and pooling operations). The 

output layer for binary classification is a sigmoid layer, and most CNNs use residual networks to avoid 

gradient disappearance [23].  
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Figure 1. Convolutional neural network with a sigmoid layer for binary prediction 
 

 

3.2.  VGG19 pre-trained model 

VGG-19 is a 19-layer deep convolutional neural network created by Simonyan and Zisserman in  

2015 [16]. As illustrated in Figure 2, the number 19 refers to the number of layers with trainable weights, which 

includes 16 Convolutional layers and three fully linked layers. VGG adopts the simplest. Only 3×3 convolution 

and 2×2 pooling is used throughout the whole network. VGG also shows that the depth of the network plays an 

important role. Deeper networks give better results. One drawback of VGG is that this network is usually big. It 

contains around 160 M parameters. Most of the parameters are consumed in the FC layers. 
 

 

 
 

Figure 2. VGG-19 network model architecture 
 

 

3.3.  Transfer learning 

Transfer learning is the use of a model trained already on a huge dataset in subsequent training 

procedures with a small available dataset while preserving the weights obtained in the original training is 

known as transfer learning. Using a pre-trained model as the starting point for some particular and related 

tasks [30], in another expression, helps to save time and computing resources. Since the CNN learned to 

extract features from images in the initial training process and depending on the capability to extract the most 

significant and important ones. In the next phase and during the new training the CNN and according to its 

past knowledge in features extraction which was obtained during the original training, there are two ways to 

utilize the capabilities of the pre-trained CNN. The first way is to use the pre-trained convolutional neural 

network as a feature extractor, this technique is called feature extraction via transfer learning [30], what 

differentiates it is that the classification operation uses weighs and features from the precedent extraction and 

feed it into a new network that performs the classification task [31]. The second way (used in this paper) and 

a more sophisticated procedure is to retain specific knowledge mined from the previous task and to feed it 

into a modified CNN architecture with the tuning of the trainable parameters [31].  

 

 

4. THE PROPOSED BASELINE CNN 

When Cun et al. first published his papers [29] in 1989 with the first use of CNNs, his work went 

largely unnoticed, until a group of researchers from the University of Toronto brought CNN to light 14 years 

later during a computer vision competition, their work named Alexnet made an error of only 15.8% in 
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classification processes. In 2018, CNNs started to be more developed and had reached accuracies that surpass 

human-level performance [32]. Motivated by these interesting results, we set out to explore how CNNS can 

be built from scratch and how they get the ability to recognize patterns presented in images. We came to 

build a CNN used in the detection of pneumonia with an interesting accuracy and precision. Figure 3 shows 

the architecture of the recommended baseline CNN for our experiment. 

 

 

 
 

Figure 3. The proposed baseline CNN for our experiment 

 

 

The convolutional layer (ConvL) is the main building block of a convolutional network that does the 

bulk of the heavy lifting [33], with the ConvL's input being the output of the preceding ConvL and the 

ConvL's output being the output of the preceding ConvL. The mathematical expression for ConvL [34] is,  

 

𝑌𝑖 
(𝑙)

= 𝐵𝑖 
(𝑙)

+ ∑ 𝐾𝑖,𝑗
(𝑙)𝐵𝑖

(𝑙−1)

𝑗=1
∗ 𝑌𝑗

(𝑙−1)
 (1) 

 

where Bi 
(l)

 is a bias matrix and Ki,j
(l)

 is the filter of size 2ℎ1
(𝑖)

+ 1 × 2ℎ2
(𝑗)

+ 1connecting the 𝑗𝑡ℎ feature map in 

layer (𝑙 −1) with 𝑖𝑡ℎfeature map in layer. 

We utilized max pooling layers after the ConvL because the output feature maps obtained are 

typically not sufficiently decreased in dimension; thereby, max pooling layers is the only way to get a 

reasonable outcome and reduce the number of parameters that the network needs to learn without changing 

the number of feature graphs. The maximum value is captured in the pooling layer, with a sampling size of 

2×2 [35]. We added a flatten layer on top of that, followed by four fully linked layers. Fully connected layers 

are used for high-level reasoning. A completely linked layer's neurons are connected to all activations in the 

previous layer, forming a multi-layer perceptron (MLP) that acts as a classifier [35]. In addition, dropouts 

were used to reduce over-fitting. Except for the last layer, which was Sigmoid as a binary classification 

problem, Adam as the optimizer, and cross-entropy as the loss, the activation function was ReLu. 

 

 

5. THE PROPOSED METHOD 

In this section, we describe the proposed method that detects the existence of pneumonia in chest X-

ray films based on deep learning and transfer learning. We dedicated the first part of the operation to improve 

the quality of the dataset by the application of contrast limited adaptive histogram equalization  

(CLAHE) [35] and to adjust the brightness by using the brightness preserving bi-histogram equalization 

(BBHE) [36]. We chose the VGG19 on top of our model because it generally produces a great performance 

in detecting abnormality in medical imaging. After that, we used the output of the VGG19 as an input in our 

proposed model. 

 

5.1.   Dataset 

The original chest X-ray dataset was first released on June 1st, 2018 by Kermany et al. of the 

University of California, San Diego [37]. Guangzhou Women and Children's Medical Center in Guangzhou, 

China, provided the data for this dataset. The dataset is divided into three subfolders: train, test, and 

validation, with pneumonia and normal as subfolders in each of these folders. The collection contains 5,856 

anterior-posterior chest X-ray scans, including 4,273 images of pneumonia patients and 1,583 healthy people. 
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To control the train split and test split values, we merged the train, test, and validation directories into a 

single directory. We were able to separate the dataset into 60% train, 30% test, and 10% validation processes 

using Python's sklearn package. 
 

5.2.   CLAHE and BBHE 

Contrast limited adaptive histogram equalization (CLAHE) is a technique that uses local contrast 

enhancement to overcome the constraints of global approaches. CLAHE is widely employed in the medical 

imaging industry, particularly for breast cancer and mammography image enhancement [35], [36]. It is used 

to improve picture contrast in a variety of computer vision and pattern recognition applications. This method 

is known as the clip limit [35], and it is used to clip the histogram at a predetermined value in order to restrict 

contrast amplification before computing the CDF value. 

BBHE is an extension of histogram equalization (HE)-based contrast enhancement that avoids 

histogram equalization's flaws, such as the brightness loss. The preserving bi-histogram equalization 

technique divides the input image histogram into two sub-images, equalizes the histograms of the sub-images 

individually, and thereby preserves the image's mean brightness [36]-[38]. 𝐼𝑚 Is the mean of I (input image), 

where 𝐼𝑚  ∊  {𝐼0, 𝐼1, … , 𝐼𝐿−1}, based on that, I is decomposed as shown in (2), 
 

I=𝐼𝐿  ∪  𝐼𝑈 (2) 
 

where  
 

𝐼𝐿= {(𝑖, 𝑗)| 𝐼 (𝑖, 𝑗) ≤ 𝐼𝑚 ,∀ 𝐼 (𝑖, 𝑗) ∈ 𝐼} (3) 
 

and  
 

𝐼𝑈 = {𝐼 (𝑖,)| (𝑖,) > 𝐼𝑚 ,∀ 𝐼(𝑖,𝑗) ∈ 𝐼} (4) 
 

5.3.   Dataset preprocessing and augmentation 

The strength of deep learning is that whenever the dataset is big the precision of the learning gets 

better. We employed a bunch of data preprocessing and augmentation techniques to produce a new simple 

from the available ones and increase the quality of the dataset in order to avoid overfitting and underfitting. 

In Table 1, we cite the settings deployed in image augmentation, and Figure 4 shows the result of the data 

augmentation. 
 

 

Table 1. The image augmentation settings 
Method Settings Description 

Rescale 1/255 Image reduction during the augmentation process 

Zoom range 0.05 Sample a section from the original image. then resize this section to the original image size 
Rotation range 25 Randomly rotate the image during training in 25 degrees 

Width shift range 0.05 The horizontal translation of the images by 0.05% 

Height shift range 0.05 The vertical translation of the images by 0.05% 
Shear range 0.05 Clips the image angles in a counterclockwise direction 

Horizontal flip True Flip the image horizontally 

 
 

 
 

Figure 4. The result of data augmentation 
 

 

5.4.   The suggested CNN's overall architecture 

Figure 5 depicts the proposed CNN model's overall architecture, which is divided into three parts:  

i) the images processing part uses bi-histogram equalization (BBHE) and contrast limited adaptive histogram 

equalization (CLAHE) algorithms, ii) the feature extractor part uses a combination of a pre-trained model 

(VGG19), and iii) our designed model (sigmoid activation function). 
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Figure 5. The proposed architecture 
 

 

6. RESULTS AND DISCUSSION 

Our tests were based on a dataset of chest X-ray images proposed in [37]. To create and train the 

convolutional neural network models, we used Keras, an open-source deep learning framework with a 

Tensorflow backend [39]. All experiments were carried out using a workstation PC equipped with a 2 GB 

Nvidia Quadro k2000m GPU card, the cuDNN v9.0 library, the CUDA toolkit 10.1, and Python 3.7. 
 

6.1.   The choice of clip-limit (CL) value 

To defined the best clip limit value we designed a simple CNN model from scratch and varied the 

CL from 0 to 1.5 and run the training, and for each variation the accuracy results are shown in Figure 6 we 

chose 0.5 because it leads to the high accuracy value. Figure 7 and Figure 8 show a comparison before and 

after the application of the CLAHE. After the application of the CLAHE we applicate BBHE to the results 

images as shown in Figure 9 and Figure 10. 
 
 

 
 

Figure 6. The variation of accuracy for each CL 
 
 

    
 

Figure 7. The application of CL=0.5 on normal chest 

X-ray 

 

Figure 8. The application of CL=0.5 on infected 

chest X-ray 
 

 

  
 

Figure 9. The application of BBHE on normal chest 

X-ray 

 

Figure 10. The application of BBHE on infected chest 

X-ray 
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6.2.   Classification results of the proposed architectures 

After loading our dataset, we split it into 3 parts, 60% for training, 30% for testing and 10% for 

validating the results, next, we reshape all images to 125x125x3 to fit into the network. After that, we defined 

the number of classes (2), the BATCH size (32) and EPOCH (25), those two parameters depend on the 

workstation ability, next we applicate the data augmentation algorithm to produce new training samples, after 

that, we classify the attained data and assign it to a specific class through three CNNs separately. We use the 

first two experiments to compare them with our designed architecture (3rd experiment).  

For evaluating the three CNN’s performance we used the following benchmark metrics, including 

accuracy, sensitivity, specificity, precision and F1 score [40]. These popular parameters are defined as 

follows,  
 

Accuracy=
TP+TN

TN+TP+FP+FN
 (5) 

 

Precision=
TP

TP+FP
 (6) 

 

Recall=
TP

TP+FN
 (7) 

 

F1= 2×
Recall × Precision

Recall+Precision
 (8) 

 

where: TP: True positive, FP: False positive, TN: True negative, and FN: False negative. 
 

6.3.   VGG19 as feature extractor 

In the first trial, we used the pre-trained model VGG19, freezing the convolution blocks to use it as 

an image feature extractor, and then injecting in our own dense layers to accomplish the classification task at 

the end, the obtained results are presented in Figure 11. The training curve, which represents how effectively 

the model is learning, is calculated from the training dataset, while the validation curve, which reveals how 

well the model is making generalizations, is calculated from a holdout validation dataset. We can tell if the 

model is overfitted, underfitted, or good fit based on these two curves.  

According to the accuracy curves, it is clear that the train accuracy curve increases rapidly from 

epoch 1 to epoch 11 and stabilizes above 97%, similarly to the validation curve except some perturbation 

from epoch 1 to epoch 6 and then it stabilizes around 98%. From epoch 1 to epoch 12, where the loss is 

around 10%, the train loss curve rapidly decreases before becoming more stable until the last epoch. After a 

perturbation from the first to the sixth epoch, it continues to get more stable until the end of training and has 

less than 10% validation loss, similar to the validation loss. Table 2 lists the model's performance metrics, 

while Figure 12 depicts the model's prediction confusion matrix. The confusion matrix shows that the model 

predicted 1,240 correct cases out of 1,277 cases infected with pneumonia, and predicted 442 correct cases out 

of 480 healthy cases, and it can be concluded that these are good results. 
 

 

 
 (a) (b) 

 

Figure 11. The (a) accuracy and (b) loss curve of VGG19 as a feature extractor 
 

 

Table 2. Model performance metrics of VGG19 as feature extractor 
 precision recall f1-score 

pneumonia 0.97 0.97 0.97 

healthy 0.92 0.92 0.92 
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Figure 12. Confusion matrix for VGG19 as a feature extractor 
 

 

6.4.   VGG19 fine tuned 

We fine-tuned the weights of the layers displayed in the last two blocks of our pre-trained VGG-19 

model in our second experiment. The train and validation curves are shown in Figure 13 during training. 

From the accuracy curves, the train accuracy soared from epoch 1 to 11 then started to stabilize until epoch 

25, unlike the validation accuracy curve that was unsettled during the whole training. On the loss curves, we 

observed that the rain loss decreased rapidly from epoch 1 to 13 and then started to stabilize, but the 

validation loss curve after some perturbation during the first ten epoch started to increase until the end of 

training which means that the model started to over-fit. Table 3 presents the model performance metrics and 

Figure 14 presents the prediction confusion matrix, the confusion matrix shows that the model predicted 

correctly 1,242 cases of pneumonia out of 1,277 cases and predicted 461 cases out of 480 healthy cases but 

the model was overfitting. 
 
 

 
 (a) (b) 

 

Figure 13. The (a) accuracy and (b) loss curve of VGG19 fine-tuned 
 
 

 
 

Figure 14. Confusion matrix for VGG19 fine-tuned 
 

 

Table 3. Model performance metrics of VGG19 fined-tuned 
 precision recall f1-score 

pneumonia 0.98 0.97 0.98 

healthy 0.93 0.96 0.94 
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6.5.   Proposed architecture 

We employed the CLAHE and BBHE approaches to improve the dataset quality before the training 

processes, and then we merged the VGG19 pre-trained model with our created model to extract features and 

detect pneumonia in the X-ray pictures. During the training, Figure 15 depicts the train and the validation 

curve. Both of the accuracy curves increased rapidly in the first 10 epochs, and then stabilized until the end 

of the training around 99%. in the loss curves the train loss decreased rapidly from epoch 1 to 6, then 

stabilized around 0%, furthermore, the validation loss curve increased from 1 to 6 epoch, at that point the 

curve got down to around 0% similarly to the train loss curve which means that we have a good fit. Table 4 

presents the model performance metrics and Figure 16 presents the prediction confusion matrix, 

 

 

 
 (a) (b) 

 

Figure 15. Accuracy and loss curve of the proposed architecture 

 

 

Table 4. Model performance metrics of the proposed architecture 
 Precision Recall f1-score 

pneumonia 0.99 0.99 0.99 

healthy 0.99 0.99 0.99 

 

 

 
 

Figure 16. Confusion matrix for VGG19 fine-tuned 
 

 

Table 5. Comparison between the obtained results 
 Accuracy Precision Recall F1 Score 

VGG19 as feature extractor 0.9573 0.9703 0.9710 0.9706 

VGG-19 Fine-tuned 0.9693 0.9849 0.9726 0.9787 

Proposed Methodology 0.9989 0.9984 1.0 0.9992 

 

 

The confusion matrix shows that the model predicted correctly 1,277 cases of pneumonia out of 

1,277 cases and predicted 478 cases out of 480 healthy cases, which indicates very good results. The 

improvement processes through the application of the contrast limited adaptive histogram equalization 

(CLAHE) and the brightness preserving bi-histogram equalization (BBHE) make a huge difference in the 

operation of training, and make the essential features clear to extract, which leads to better precision, as 

shown by the obtained curves and confusion matrices. To demonstrate the efficiency of the proposed system, 

Table 5 shows the findings achieved and compares them to the two first approaches, while Table 6 shows a 

comparison of our method to other high-accuracy systems already available.  
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The proposed methodology, which contains the combination of our CNN and the VGG19, obtained 

high values of precision (0.9984), recall (1.0) and F1 score (0.9992), thus, we can say that the accuracy ratio 

of our model represented by (0.9989) can be considered the highest compared to the different existing 

methods. Moreover, the use of two CNNs allows the neural network the possibility to extract more features 

compared to the use of one CNN. In addition, the transfer learning technique gives the network the ability to 

use the weights obtained from a big dataset (ImageNet) to detect pneumonia from X-ray images. Our 

architecture clearly outperforms the other solutions after the comparative procedure. As a result, we can 

conclude that our method is more reliable and effective. 
 
 

Table 6. Comparison of the obtained results with accuracy, precision, recall and F1 score corresponding to 

different architectures 
 Accuracy Precision Recall F1 Score 

MobileNetV2 96.71 96.08 98.25 97.15 

DenseNet121 98.00 97.53 99.00 98.26 

InceptionV3 97.00 97.02 97.75 97.39 

Xception 96.57 95.85 98.25 97.03 
Weighted Classifier 98.43 98.26 99.00 98.63 

Proposed Methodology 0.9989 0.9984 1.0 0.9992 

 

 

7. CONCLUSION 

We offered a pneumonia detection method based on a VGG19 and a CNN built from the ground up 

to categorize chest X-ray films into two classes: normal and pneumonia in this work. We used an open-

source dataset with 4,273 images from pneumonia patients and 1,683 images from healthy people; we 

improved the images' quality by running them through two algorithms, the CLAHE and the BBHE, and then 

divided the dataset into three parts: 60% for training, 30% for testing, and 10% for validation. We used a data 

augmentation technique to produce more data for the network. 

We compared the results to those obtained using other approaches. The precision, recall, f1 score, 

and accuracy of each method were calculated, and we concluded from these results that combining quality 

improvement techniques such as CLAHE and BBHE with the combination of two CNNs produces a robust 

and accurate detection and classification system with a high precision. We expect that, in the future, our 

trained network will be useful for medical diagnostics and pneumonia detection, particularly in developing 

nations. We also expect that additional datasets of pneumonia patients will become available in the future, 

allowing us to improve the accuracy of our suggested model. 
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