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 The use of a face as a biometric to identify a person in order to keep the 

system safe from an unauthorized person has advantages over other 

biometric characteristics. The face as a biometric has more structure and a 

wider area than other biometrics, while can be retrieved in a non-invasive 

manner. We proposed a cloud-based architecture for face identification with 

deep learning using convolutional neural network. Face identification in this 

study used a cloud-based engine with four stages, namely face detection with 

histogram of oriented gradients (HOG), image enhancement, feature 

extraction using convolutional neural network, and classification using  

k-nearest neighbor (KNN), SVM, as well as random forest algorithm. This 

study conducted a classification experiment with cloud-based architecture 

using three different datasets, namely Faces94, Faces96 and University of 

Manchester Institute of Science and Technology (UMIST) face dataset. The 

results from this study are with the proposed cloud-based architecture, the 

best accuracy is obtained by KNN algorithm with an accuracy of 99% on 

Faces94 dataset, 99% accuracy on Faces96 dataset, 97% on UMIST face 

dataset, and performance of the three algorithms decreased in UMIST face 

dataset with facial variations from various angles from left to right profile. 
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1. INTRODUCTION 

Facial biometrics have many distinct advantages compared to other biometric characteristics [1]. 

The camera can be used to peform non-invasive way to capture faces. Face also has a richer texture and a 

wide area. It became an important method of biological authentication and attracted interest in different 

domains [2]. There are several methods that can be applied before identifying faces, one of which is detecting 

faces in the image that can be done using histogram of oriented gradients (HOG). Based on the first study 

that proposed the HOG method, after evaluating current descriptors based on edge and gradient, it was 

experimentally shown that the grids of the HOG descriptors outperform the array of features usable for human 

detection by a wide margin [3]. For person-dependent and person-independent versions, Tambi et al. [4] created 

an improved face recognition system by detecting face using HOG and convolutional neural network (CNN) 

for extracting relevant facial features. Their research resulted in 96.19% accurate result for Yale dataset. 

Deep learning have distinguished classification and learning performance, where it can 

automatically extracts low and high level features for classification [5]. In deep learning, facial feature can be 

extracted by single CNN architecture from large amount of image containing faces. CNN is intended to 
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process data that has a known network such as a topology. CNN is generally used to identify image 

characteristics and trends in time series images. CNN involves multiple connections. Convolution, pooling, 

and fully-connected layers are the building blocks or layers of CNN architecture [6]. As in Ding and Tao [7] 

CNN sets are used to extract facial characteristics from multimodal information. A verification rate of 

98.43% and recognition rate of 99.0% achieved on the labeled faces in the wild (LFW) database. Other 

example of facial feature extraction is in Widiakumara et al. [8] where this study resulted in a face 

identification application using Android-based Eigenface with a trial success of 68% and a false positive rate 

of 32%. 

Classification using KNN can be done after feature extraction to identify face. As in Wirdiani et al. [9] 

carried out three stages to identify face including face detection, feature extraction and classification. The 

method used to extract features is principal component analysis (PCA) and the method to perform 

classification is k-nearest neighbor (KNN). This paper produced a program using Python programming 

language to identify faces. The result obtained from several test of k values gives the best accuracy of 81% 

with 𝑘 = 1 and the greater k value gives smaller accuracy. Apart from the KNN, the classification of the data 

from facial feature extraction can also be done using the support vector machine (SVM) algorithm as in 

Senthilkumar and Gnanamurthy [10]. This research used the SVM classifier to compare performance changes 

in the recognition rate of different facial recognition techniques. SVM resulted in better classification 

compared to other methods. Another classification algorithm that can be used for classification from facial 

feature result is random forest algorithm. As in Mady and Hilles [11] Random Forest classifier is used to 

classify facial feature extracted using histogram of oriented gradients (HOG) and local binary pattern (LBP). 

This study resulted in 97.6% recognition accuracy on Mediu staff database. 

Face Identification with deep learning using Convolutional Neural Network in this study will be 

running in a cloud-based architecture using Flask Framework so that image can be processed immediately 

after received by the cloud server, and then perform HOG for face detection before doing the image 

enhancement process, feature extraction with the CNN to produce 128-d embeddings, then performs 

classification algorithm comparisons between KNN, Linear SVM and Random Forest to find the best 

algorithm in terms of accuracy to classify the 128-d embeddings generated by deep learning using CNN. 
 

 

2. RESEARCH METHOD 

Cloud-based architecture for face identification with deep learning consist of two phases, namely 

training and testing stage. Training stage aims to produce a classification model that will be used in the 

testing phase and store it in the classification model database, and save the results of facial feature extraction 

to the facial feature database in the cloud. At the training stage, the preprocessing stage will be carried out 

after the device sends train images, then face detection is conducted with HOG, feature extraction using 

CNN, then the model is trained with KNN. Figure 1 shows the training stage with cloud-based architecture. 

The second stage of facial identification after the training stage is testing stage. Test image will be received 

by the Flask Framework in the cloud. After the test image is received, the testing process will be carried out 

immediately. Figure 2 shows the testing phase with cloud-based architecture. 
 
 

 
 

Figure 1. Training stage of face identification 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Cloud-based architecture for face identification with deep learning using … (Aditya Herlambang) 

813 

 
 

Figure 2. Testing stage of face identification 

 

 

2.1.  Face image dataset 

There are 3 separate datasets, namely the University of Manchester Institute of Science and 

Technology (UMIST) face dataset, Faces94 and Faces96, used for the training and testing phases. The 

UMIST face dataset contains 575 faces from 152 subjects taken from left profile to right angle [12]. The 

UMIST face dataset example can be seen in Figure 3. Faces94 comprises 3060 faces from 153 subjects who 

are seated at around the same distance from the camera and asked to talk as twenty consecutive photographs 

are taken. The speech is used to incorporate changes in facial expressions that are mild and normal. The 

Faces94 Dataset example can be seen in Figure 4. Faces96 includes 3040 faces from 152 subjects taken using 

a fixed camera, where the subject takes one or more steps forward towards the camera when the picture is 

taken to introduce major head differences between images of the same person [13]. The Faces96 Dataset 

example can be seen in Figure 5. 
 

 

 
 

Figure 3. UMIST face dataset example 
 
 

 
 

Figure 4. Faces94 dataset example 
 

 

 
 

Figure 5. Faces96 dataset example 
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2.2.  Face image dataset 

Image enhancement's main goal is to improve graphical clarity and accuracy of an image, or to give 

an enhanced picture of transformation for upcoming image processing [14]. The image enhancement stage in 

this study consists of conversion to grayscale, image smoothing with a Gaussian Filter, and dividing gray by 

morphology image. Noise in the image is reduced by doing image smoothing with gaussian filter, thereby 

improving the quality of an image [15]. We use image enhancement feature from OpenCV because it has the 

benefit of being a multi-platform library [16] so our cloud-based architecture is not limited to a specific 

platform. Figure 6 is the result of the image enhancement carried out in this study. 

 

 

 
 

Figure 6. Image enhancement 

 

 

2.3.  Face detection 

Face detection is the process of discovering bounding boxes of human face in an image sequence. 

This research makes use of the HOG method and SVM to detect face in an image. With HOG, the picture 

pixel's horizontal gradient and the picture pixel's vertical gradient is presented in (1) and (2). The gradient 

magnitude and pixel direction can be seen in (3) and (4). 

 

𝐺𝑎(𝑎, 𝑏) = 𝐻(𝑎 + 1, 𝑏) − 𝐻(𝑎 − 1, 𝑏) (1) 

 

𝐺𝑏(𝑎, 𝑏) = 𝐻(𝑎, 𝑏 + 1) − 𝐻(𝑎, 𝑏 − 1) (2) 

 

𝐺(𝑎, 𝑏) = √𝐺𝑎(𝑎, 𝑏)
2 + 𝐺𝑏(𝑎, 𝑏)

2 (3) 

 

𝑎(𝑎, 𝑏) = tan−1 (
𝐺𝑏(𝑎,𝑏)

𝐺𝑎(𝑎,𝑏)
) (4) 

 

The gradient has a magnitude and a direction at each pixel. In (3) is used to measure the gradient 

direction, while (4) is used to calculate the gradient magnitude. The maximum of the three channels' 

gradients is the magnitude of the gradient at a pixel, and the angle is the angle equivalent to the maximum 

gradient. To count the gradient direction using (3) and gradient magnitude using (4), the provided frame is 

divided into cells, which are pixel-sized rectangular or circular areas. For each cell, the gradient feature 

vectors are then calculated. In each single frame, the feature vector is then constructed using this gradient 

feature vector. Finally, the HOG feature vector is produced by combining all gradient feature vectors derived 

from different images, and then inputted to the SVM to extract an array of bounding boxes for the human 

face [17]. Input image and feature vectors generated from the HOG method can be seen in Figure 7. 

 

 

 
 

Figure 7. Input image and HOG feature vectors result 
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2.4.  Feature extraction using CNN 

Feature extraction is a phase for extracting facial characteristic features from an image. CNN from 

Dlib and ResNet architecture with 29 Conv layers, which is a variety of ResNet-34 using fewer layers and 

half the number of filters in each layer [18] are used in this study to extract features. ResNet allows deeper 

architectural training, because the layer learns residual functions by referring to layer inputs and does not 

learn functions that are not referenced. This allows the network to be resilient to the gradient disappearing 

problem and handle the drop in accuracy that occurs in conventional deep grids [19]. This study used CNN 

architecture from Dlib [20] to extract facial features. The CNN architecture which combines local receptive 

fields, shared weights and pooling [21] used in this study can be seen in Figure 8. This method generates 

128-d feature vectors from facial images that have been detected in the face detection stage. Figure 9 is an 

example of the feature extraction results from one of the faces in the dataset. 

 

 

 
 

Figure 8. CNN architecture 

 

 

 
 

Figure 9. Feature extraction using CNN 

 

 

2.5.  Classification with KNN algorithm 

One of the simple algorithms that can be used in the classification process to match data between 

testing and training data from face datasets is KNN [9]. KNN was used in the early 1970s for statistical 

estimation and pattern recognition [22]. KNN performs well on many samples. When a new test sample 

appears, the distance between it and other trained samples will be determined using the k value, and the test 

sample will be calculated by the class member whose sample is nearest to the test sample [23]. This study 

used k=1 to produce prediction result based on the nearest neighbor. This study use classification function 

from Scikit-learn [24]. To find the nearest neighbor, this study used Euclidean distance formula that can be 

seen in (5). 

 

𝑑(𝑥, 𝑥𝑖) = √∑ (𝑥𝑗 − 𝑥𝑖𝑗)
2𝑛

𝑗=1  (5) 

 

The (5) is the euclidean distance formula where x is the parameter of testing data, xi is the parameter 

of training data. The parameter n is the dimension of the feature vector. Euclidean Distance is utilized to 

increase accuracy by measuring the distance between points along a straight line, and is teaching and 
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research results. This distance method uses the pythagorean theorem. Calculation with euclidean distance 

aims to compare the minimum distance of the training image and the test image. 

 

2.6.  Classification with SVM algorithm 

Support Vector Machine (SVM) is a classification algorithm that study how to label objects by 

using examples. SVM is a mathematical object that optimizes a mathematical function in relation to a given 

data set [25]. Between two groups of results, the separating hyperplane with the largest margin is found by 

SVM [26]. The kernel used in this study is Linear which the function can be seen in (6). 

 

𝐾(𝑥𝑖, 𝑥𝑗) = 𝑥𝑖
𝑇𝑥𝑗 (6) 

 

2.7.  Classification with random forest algorithm 

Random forest is collection of tree predictors put together in a random order [27]. Each tree in the 

forest is based on a random vector value that it samples independently and with the same distribution. For an 

ensemble of classifiers ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑘(𝑥), the margin function can be used in an equation with a training 

range randomly selected from a distribution of random vectors 𝑋, 𝑌. The margin function can be seen in (7). 

 

𝑚𝑔(𝑋, 𝑌) = 𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋) = 𝑌) − 𝑚𝑎𝑥𝑗≠𝑌𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋) = 𝑗) (7) 

 

The margin indicates how much the right class's average number of votes in X, Y exceeds the other 

classes' average number of votes. The smaller the margin of error, the more confident the classification [27]. 

Random Forest block diagram of random vector and the results are shown in Figure 10. 

The facial feature dataset is used as training data for different decision trees. This dataset includes 

observations and attributes that will be picked at random as nodes are separated. Each tree's leaf node 

represents the final output generated by that particular decision tree. The end product is chosen by a 

majority-voting method. In this case, the final output of this method is the output selected by the plurality 

of decision trees. 

 

 

 
 

Figure 10. Random forest classifier block diagram 

 

 

3. RESULTS AND DISCUSSION 

In this study, three different datasets, namely Faces94, Faces96, and UMIST face dataset, were used to 

calculate the accuracy of the identification results. The purpose of using three different datasets was to calculate 

the accuracy of face identification from different conditions. Table 1 shows the dataset used in this analysis. 
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Faces94 is used to calculate accuracy for moderate and natural variations in facial expressions with 

the speaking subject, Faces96 is used to calculate accuracy for variations in head movement at different 

distances from the camera, and the UMIST face dataset is used to calculate accuracy for facial variations 

from various angles from left to right profile. Both Faces94 and Faces96 are all frontal view while UMIST 

face dataset captured from different angle from left to right profile. 

 

 

Table 1. Training and testing data 
Dataset Training data Testing data Total class 

Faces94 2142 918 153 

Faces96 2189 905 152 
UMIST Face Dataset 402 173 20 

 

 

For k-nearest neighbor, linear SVM, and random forest (RF) classification, this study used Scikit-

learn library. The k value parameter used in this study is 𝑘 = 1 to produce prediction result based on the 

nearest neighbor. The result of precision, recall, F1-score, support and processing time can be seen in  

Tables 2-4. 

 

 

Table 2. Precision, recall, F1-score, support and processing time for Faces94 dataset 
Algorithm Precision Recall F1-Score Support Processing time (s) 

KNN 99% 99% 99% 918 0.76 

Linear SVM 98% 99% 99% 918 1.42 
Random Forest 98% 98% 98% 918 0.59 

 

 

Table 3. Precision, recall, F1-score, support and processing time for Faces96 dataset 
Algorithm Precision Recall F1-Score Support Processing time (s) 

KNN 99% 99% 99% 905 0.92 

Linear SVM 98% 98% 98% 905 1.40 

Random Forest 97% 98% 97% 905 0.90 

 

 

Table 4. Precision, recall, F1-score, support and processing time for UMIST face dataset 
Algorithm Precision Recall F1-Score Support Processing time (s) 

KNN 97% 98% 97% 173 0.06 
Linear SVM 85% 74% 76% 173 0.07 

Random Forest 93% 93% 92% 173 0.05 

 

 

From Table 2 to Table 4, it is shown that the three algorithms have relatively good performance with 

F1-score > 95% on the Faces94 and Faces96 datasets. However, the three algorithms experienced a decrease 

in F1-score on the UMIST face dataset. The cause of the decrease in the F1-score on the UMIST face dataset 

is the variation in taking facial images from the left side to the right side on the UMIST face dataset, which is 

not available in the Faces94 and Faces96 datasets. In terms of recognition time, random forest yields the 

fastest identification time among the other 2 algorithms. 

Among the three algorithms, KNN has a stable performance compared to linear SVM and random 

forest. On the UMIST face dataset, the KNN F1-score was only reduced by 2% from the highest F1-score on 

the Faces96 dataset, namely 99%, the SVM linear F1-score was 23% less than the highest F1-score on 

Faces94, and the random forest F1-score was reduced by 6% of the highest F1-score on the Faces94 dataset. 

From the three tests conducted, KNN obtained the highest F1-score that is 99% on the Faces94 dataset, 99% 

on the Faces96 dataset, and 97% on the UMIST face dataset. 

Apart from the F1-score, evaluation of the three algorithms can also be done by looking at the false 

acceptance rate (FAR) and false rejection rate (FRR). FAR is the number of times that unwanted individuals 

or impostors are wrongly accepted during recognition, or the percentage of times that false acceptance 

happens. FRR is the number of identification instances in which authorized individuals or true label was 

wrongly rejected. The comparison between accuracy, FAR, and FRR for each algorithm can be seen in the 

graph in Figures 11-13. 
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Figure 11. Accuracy, FAR, and FRR of KNN algorithm 

 

 

 
 

Figure 12. Accuracy, FAR, and FRR of linear SVM algorithm 

 

 

 
 

Figure 13. Accuracy, FAR, and FRR of random forest algorithm 
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From Figure 11 through Figure 13, it can be seen that there is an increase in FAR and FRR and a 

decrease in accuracy on the UMIST face dataset. The increase in FAR and FRR on the UMIST face dataset 

indicates that the three classification algorithms are more vulnerable to false acceptance and false rejection 

on the face dataset taken from the left profile to the right profile than the dataset taken from the front side of 

the face. The smaller the FAR and FRR values, the higher the reliability of the classification algorithm 

because it indicates the fewer false acceptance and false rejection percentages. For each algorithm, the lowest 

FAR are 0.006% for KNN and Linear SVM, and 0.01% for random forest. For each algorithm, the lowest 

FRR are 1% for KNN, 0.9% for Linear SVM, and 2% for random forest. 

 

 

4. CONCLUSION  

In this study, we conduct an experiment in cloud-based architecture using classification algorithms 

on face identification with CNN to extract facial feature from image and produces 128-d embeddings. The 

data sources came from three different datasets, namely Faces94, Faces96 and UMIST face dataset with 

different characteristics. This study uses four stages to identify faces, namely image enhancement, face 

detection, feature extraction, and classification using the KNN algorithm, linear SVM, and random forest. 

From the classification results, the three algorithms have decreased accuracy on the UMIST face dataset 

which has the characteristics of image captured from the left side to the right side. From the result of this 

study, it is concluded that with the proposed cloud-based architecture, the best accuracy is obtained by KNN 

algorithm with an accuracy of 99% for the Faces94, 99% accuracy for Faces96, and 97% accuracy for 

UMIST face dataset. 
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