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 Deep learning is based on a network of artificial neurons inspired by the 

human brain. This network is made up of tens or even hundreds of "layers" 

of neurons. The fields of application of deep learning are indeed multiple; 

Agriculture is one of those fields in which deep learning is used in various 

agricultural problems (disease detection, pest detection, and weed 

identification). A major problem with deep learning is how to create a model 

that works well, not only on the learning set but also on the validation set. 

Many approaches used in neural networks are explicitly designed to reduce 

overfit, possibly at the expense of increasing validation accuracy and training 

accuracy. In this paper, a basic technique (dropout) is proposed to minimize 

overfit, we integrated it into a convolutional neural network model to classify 

weed species and see how it impacts performance, a complementary solution 

(exponential linear units) are proposed to optimize the obtained results. The 

results showed that these proposed solutions are practical and highly 

accurate, enabling us to adopt them in deep learning models.  
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1. INTRODUCTION 

Machine learning and deep learning are part of artificial intelligence. These approaches both result 

in empowering computers to make intelligent decisions. However, deep learning is a subcategory of machine 

learning because it relies on unattended learning, which is a form of learning based on mathematical 

approaches used to model data [1]. Deep learning applications are used in various sectors like: image 

recognition, automatic translation, autonomous car, medical diagnosis, personalized recommendations, 

automatic moderation of social networks, financial prediction and automated trading, identification of 

defective parts. The field that interests us and in which we have experimented is “agriculture” [2], [3], 

indeed, we can use it for the detection of weeds, water management, detection of insects and diseases.  

Deep learning is a network that is made up of tens or even hundreds of “layers” of neurons, each 

receiving and interpreting information from the previous layer [4]. A set of theories and models have been 

brought in existence. Their unified goal is to reach higher accuracy levels that can be applied to solve 

problems in several fields, agricultural, industrial, health. This field always remains a subject of research. 

Thousands of experiments and thousands of scientific papers have been produced in deep learning and 

machine learning in all application fields in recent years. However, the research door is still open where 

scientists are still trying to reach better models that can gain an important degree of learning. They are trying 

to discover all the settings that affect it, starting from data collection, through its preparation and purification, 
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to the output. Preparing a deep learning model that can reach a good performance is a troublesome issue [5]. 

A model with too little capacity cannot gain proficiency with the problem, while a model with an excess of 

capacity can learn it excessively well and overfitting [6]. 

Several approaches appeared to reduce the generalization overfit turn about using a larger model that may 

be important to utilize regulation during training that keeps the weight of the model little. These strategies diminish 

overfitting, yet they can likewise prompt faster model optimization and better performance. Among these 

techniques [7], we can distinguish empirical methods (dropout, dropconnect, stochastic pooling) and explicit 

strategies (weight degradation, network size adjustment) [8]. Still, these means must be subject to controls and 

rules that we will try to discuss. In this article, we will train a deep learning model on our prepared dataset, discuss 

overfitting in convolutional neural networks (CNN) training, propose a regularization solution, and conclude with a 

complementary solution, which makes it possible to reinforce and optimize the results obtained. 
 

 

2. MATERIEL AND METHODS 

In this study, we used a set of techniques and methods that have a direct relationship with deep 

learning, where we used the libraries of Keras and Tensorflow for Python in order to build and train our 

model, we used Tensorboard to evaluate its performance, we used a dataset to conduct the training [9]. We 

will discuss the regularization methods used during this study to prevent training overfit, and we will try to 

stand at each one during the following paragraphs. 
 

2.1.   Tools and libraries 

We have used Tensorflow and Keras libraries for our experimentation. Tensorflow is an open-source 

platform for artificial intelligence (AI). It has an extensive, adaptable environment of devices and libraries [10]. 

This tool helped us to build our CNN model. Keras is the most widely used Python tool in the world for deep 

learning. This open-source library, created by François Chollet, easily and quickly creates neural networks based 

on the main frameworks (Tensorflow, Pytorch and MXNET) [11]. Evaluation of the model is done on the 

Tensorboard tool, which is a tool to visualize the obtained results. It also allows us to view the structure of the 

model as a graph [12]. It is launched from a terminal command (tensorboard --logdir = folder/). 
 

2.2.   Dataset 

The dataset is one of the significant factors affecting the quality of the training models, and 

whenever we have a large dataset well prepared, we have high training accuracy [13]. The dataset used 

during this experiment is a dataset that we previously used during a study on object detection that identifies 

weeds using CNN [14], [15]. It contains 1932 images of four types of weeds as shown in Figure 1; these 

images are collected in wheat fields with a professional canon camera EOS 700D. That offer large datasets in 

different domains intended for the data science community used to achieve data science goals. We made 

modifications to these images (resize, contrast and tile). We also added data-augmentation techniques (crop, 

rotation and flip) to produce more training images that can raise the model's accuracy [16]. We now have 

around 3000 images belonging to four different classes.  
 
 

 
 

Figure 1. The dataset samples 
 
 

2.3.   Regularization 

The FC layers (fully connected) take up most of CNN's memory. Moreover, the concept of FC 

creates an exponential memory problem called "overfitting" ("over-connection" leading to over-learning), 

slowing down the processing of information, which pushes the model to fit too well to the training set, but 

difficult to generalize to new examples that were not in the training set. In another way, the model perceives 

specific images in the training set rather than general patterns and the training accuracy will be higher than 

the validation [17]. Regularization is a process aimed at avoiding this problem of over-learning, which results 

from an excessive adaptation of the model to the training data [18]. There are regularization methods to 

reduce the overfitting classified between empirical and explicit methods as shown in Table 1. We focus on 

dropout in this paper and try with a suitable solution to optimize the model. 

The dropout is used to randomly "turn off" or "ignore" neurons (with a predefined probability, often 

every other neuron) as well as peripheral neurons. When neurons are randomly "turned off" from the network 
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during learning, the other neurons will have to step in and handle the representation required to make 

predictions for the missing neurons [25]. Thus, with fewer neurons, the network is more responsive and can 

learn faster. At the end of the learning session, the "turned off" neurons are "turned back on" (with their 

original weights). The closer the fully-connected layer is to the source image, the fewer neurons will be 

extinguished as shown in Figure 2.  

During the learning phase, for each iteration, a neuron is kept with a probability p. Otherwise, it is 

deleted. During the test phase, all neurons are kept, so we want the neurons' outputs at the time of testing to 

be the same as their outputs at the time of learning. For example, in the case where the value of dropout - 

0.25, neurons must reduce their production (output) by 25% at the time of the test to have the same output as 

during the training.  
 
 

Table 1. Regularization methods 
Method Empiric Method Explicit 

Dropout [19] Weight degradation [22] 

DropConnect [20] Adjust the network size [23] 

Pooling stochastique [21] Batch normalization [24] 

 

 

  
(a) (b) 

 

Figure 2. Applying dropout to prevent neural networks from overfitting [26]; (a) standard neutral net and  

(b) after applying dropout 
 
 

2.4.   Model architecture 

Our goal during this study is to discover the regularization methods and how dropout is an important 

factor that eliminates overfitting; for this, we implemented a simple CNN model and defined their layers and 

hyperparameters in order to train them on our prepared dataset [27]. The architecture used in this study is 

structured: Conv → Pool → Conv→ FC → Output as shown in Figure 3. First, we did not integer dropout to 

analyze the results before and after dropout. The model is run on 20 epochs and gave us results that will be 

discussed in the next section.  
 

 

 
 

Figure 3. Model architecture before dropout method 
 

 

3. RESULT AND DISCUSSION 

We run the model on our dataset in 20 steps using Python. The results obtained are visualized on the 

Tensorboard tool. The validation of the model is to evaluate the capacity of the trained model to generalize to 

new samples. The accuracy of the training was also used as an estimator for ranking the model in a variable 

selection approach. The Figure 4 shows the results of the training, represented by the orange and blue curves. 
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The gap between the validation accuracy (orange curve) and the training accuracy (blue curve) 

demonstrates the quantity of overfitting as shown in Figure 4. Two potential cases have appeared in the chart. 

The orange curve (validation accuracy) shows exceptionally little approval accuracy compared to the training 

accuracy. Showing high overfitting implies we need to regularize the model with techniques (dropout for our 

case) and gather more information. The second conceivable case is when the validation accuracy tracks the 

training accuracy genuinely well [28]. This case demonstrates that the model capacity is not sufficiently high. 

It got us thinking about making the model larger by expanding the number of parameters. The following 

section shows us the solutions proposed to eliminate overfitting and achieve better performance. 
 

3.1.   Dropout solution 

The following model is the same architecture but regularized with the technique of dropout. Dropout 

0.5 means that each output neuron from the fully-connected layer has a 50% chance of being kept. Moreover, 

another dropout layer at the exit of the first dense with the probability of 25%. Dropout 0.75 was also placed 

after the pooling phase as shown in Figure 5. This technique randomly deactivates neurons in our network so 

that it is redundant and can find new ways to solve the overfitting problem. 

From Tensorboard, we get the graph of training accuracy and validation accuracy, after training of 

our modified model above equipped with dropout. The Figure 6 shows the evolution of the validation 

represented by the blue curve, and the evolution of the training represented by the orange curve, these results 

are explained in the next part. From the results, we can immediately see that the model with dropout achieves 

a good performance. With model 2, the validation curve (orange) tracks that of the train (blue), which means 

overfitting is quickly minimized even with fewer neurons during learning (the effect of dropout). This effect 

can be seen in the precision where the percentage of good classification reached and 60% after 6 epochs. This 

precision continues to increase slowly, reaching 85% after 20 epochs. We can release that the easiest way to 

limit overfitting is to introduce the dropout technique. The location of this technique (dropout) can influence 

the results, even if we can be applied for each layer of the network or after selected layers, so we have to try 

different combinations to get the best results. Also, the fixed dropout probabilities directly influence the 

overfitting. The gap were partially reduced however, it needs more regularization and need improving the 

ability of the model to generalize. The proposed solution for these problems will be discussed in the next 

section. 
 
 

 

 
  

  

Figure 4. Training and validation accruracy Figure 5. Model architecture after dropout method 
 

 

 
 

Figure 6. Training and validation accruracy after dropout 
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3.2.   Optimization 

The dropout technique results are interesting, but overfit is eliminated, and the accuracy needs to be 

boosted even more. For this, we will propose an optimization solution that can be accompanied with the 

dropout technique. In this part, we will discuss a solution for optimizing the results obtained based on the 

activation function. Currently, the most popular activation function for neural networks is (ReLu). The ReLu 

(rectified linear unit) activation function is the identity for positive inputs and zeroes otherwise. The main 

advantage of ReLu is that it solves the vanishing gradient problem. However, the Figure 7 shows that the 

ReLu (pink curve) is not negative and therefore has an average activation greater than zero. Units that have 

an average activation other than zero act as a bias for the next layer. If these units do not cancel each other 

out, the training causes a bias shift for the units in the next layer. Exponential linear units (ELU) like ReLu, 

addresses the vanishing gradient problem with identity for positive inputs. The same figure indicates that, 

compared to ReLu, ELU (purple curve) improves learning because it has negative values that allow it to push 

the average unit activations closer to zero, which speeds up learning and leads to better precision in 

classification. The ELU function is defined in the python code with the following line « 

Keras.layers.ELU(alpha=1.0) ». As per the (1), The ELU function with 0 < α is,  

 

𝑓(𝑥) = {
𝑥 𝑖𝑓𝑥 > 0

𝛼(exp(𝑥) − 1) 𝑖𝑓 𝑥 ≤ 0
 (1) 

 

We will introduce ELU in our network and keep other layers and their order as in the previous 

model, then the architecture shows in Figure 8. We have trained the new model on 20 epochs. We then obtain 

the results of Figure 9. We will compare the ReLU model as shown in Figure 5 and that of the ELU model 

performances as shown in Figure 8 and see what changes will occur. 
 
 

 
 

Figure 7. Relu and ELU ( elu, alpha=1) 
 

 

 
 

 

 

Figure 8. Replacing the activation function ReLu by 

ELU 

Figure 9. Learning evolution of the ELU model 

 

 

The above graph shows the ability of ELU to generalize where the score of 97% is reached after  

20 epochs. We then realize that the ELU activation function accelerates learning compared to ReLu and 

improves the network's ability to generalize. ELU keeps some of the positive things to fix some of the ReLU 
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function problems [29]. There are several interpretations of these techniques, and there are many reasons why 

they are practical and effective solutions: 

- The dropout can be interpreted as a sampling of a neural network in the complete neural network and 

update only the parameters of the sampled network. The difference is that these subnets share settings. 

- Others see dropout as a form of data augmentation by artificially corrupting the entries in each layer. 

This greatly expands the number of examples the model will use when training to help protect against 

overfitting. 

- Another interpretation is that this is a form of bagging in which a set of patterns is only trained on a 

small subset of data. 

- ELU addresses the vanishing gradient problem with identity for positive inputs.  

- ELU improves learning because it has negative values that allow it to push the unit's average activations 

closer to zero, which speeds up learning and leads to better precision in classification. 

Now we have obtained our final model where the dropout and ELU are two essential parameters that 

effectively reduce overfitting and increase performance. Since we plan to get the most out of our network, we 

plan to let the learning go on for a very long time and back up the settings at each epoch until there is no 

further improvement in performance across the data. Finally, we can say that identifying overfitting is useful, 

yet it does not tackle the issue. Luckily, we have more choices to attempt in addition to dropout and ELU and 

the other regularization methods. Those other methods also can limit overfitting and increase the accuracy, 

we cite: 

- Cross-validation: Utilize the initial training data to produce numerous more minor than expected train-

test splits. Utilize these parts to tune the model [30]. 

- Increase the database size: Train the model with further data can improve algorithms to identify the 

signal better [31]. 

- Early stopping: consists of stopping the training step as soon as the validation loss reaches a plateau or 

increases [32]. 

- Batch normalization: Each layer observes inputs produced by layers preceding it. It would be 

advantageous to be centered and reduced inputs for each layer [33]. 

- Global average pooling (GAP) was proposed to replace the multi-layered perceptron part. The idea is to 

generate a feature map for each corresponding category. Instead of adding a perceptron after the feature 

maps, we take the average of each of them, and the result is inserted into the Softmax function. An 

advantage of GAP over perceptron layers is that there are no parameters to be trained; therefore, over-

learning is avoided [34]. 

 

 

4. CONCLUSION 

CNN is a multi-layered neural network that is used in pattern and image recognition problems. 

Many problems encountered during learning affect the model performance and negatively influence results 

obtained; among these problems, we find overfitting, which happens when a model learns the detail and noise 

in the training data. In our work, we used a CNN for images classification, and we trained it on a dataset, we 

discover the problem of overfitting when training it, and then we proposed dropout as a regularization 

technique that prevents to overfit problem. The results showed that the choice of the probability of dropout 

and its place significantly influences results. But the results are not sufficient for that we suggested adding an 

ELU function to optimize the accuracy. Indeed, it positively affected the results, enabling us to reduce the 

overfit and reach 97% accuracy. In future work, we will study the other techniques that address overfitting 

and bring out better results. They will be recorded and loaded into an intelligent raspberry-based system, 

enabling the real-time identification of weeds in the agricultural environment and allowing them to be 

sprayed locally. 
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