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 Water quality plays a major role in issues related to public health and marine 

life. Hence, monitoring river for contaminations is vital for ensuring safe and 

sustainable water resources. Conventional method for assessing water quality 

index is costly as it requires considerable amount of time and laboratory 

resources. Therefore, this study proposes a water quality index model based 

on artificial neural network. A six-year data for Air Busuk River is obtained 

from the Department of Environment. Dissolved oxygen, biological oxygen 

demand, and ammoniacal nitrogen has shown high correlation with water 

quality index. The water quality index model is then developed based on 

these parameters, employing the non-linear autoregressive with exogeneous 

input structure. Generally, the model which is based on three chemical 

parameters has shown satisfactory performance with overall regression of 

0.8767 and passed the correlation function tests. The model offers a 

potentially efficient method for assessing water quality with cost-saving 

benefits for government agencies and monitoring authorities. 
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1. INTRODUCTION  

Water quality has a significant impact in issues related to public health and marine life. Freshwater 

bodies are under constant threat of pollution from the expanding population, urban development, as well as 

the increasing agricultural and industrial activities [1]. Therefore, assessment of water quality is essential for 

ensuring safe and sustainable water resources. Generally, the overall quality of water bodies such as rivers 

and lakes are described by a parameter known as water quality index (WQI) [2]. In Malaysia, the Department 

of Environment (DOE) assesses WQI of rivers based on the national water quality standards (NWQS). The 

parameter is derived through a combination of physico-chemical parameters. The chemical parameters 

include dissolved oxygen (DO), biological oxygen demand (BOD), chemical oxygen demand (COD), 

ammoniacal nitrogen (NH3-N), and potential of hydrogen (pH). Meanwhile, suspended solids (SS) are the 

only physical parameter used for calculating WQI [3]. These parameters are to an extent, influenced by 

changes to water temperature. Increasing temperature will reduce the absorption rate of oxygen and other 

gases [4]. These affect photosynthesis by aquatic plants and thus, resulting in lower DO [5]. 

about:blank
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Generally, DO is a chemical parameter that assesses the level of contamination based on the lack of 

oxygen due to consumption by organic substances in water. The parameter is positively correlated with WQI, 

thereby indicating that a high level of DO would be desirable [6]. Meanwhile, BOD and COD each indicate 

the amount of oxygen consumed by microorganisms when performing aerobic decomposition of organic 

matters [7], and oxidation of particles in water [8]. The reduced amount of oxygen indicates increased 

contamination of organic matter and particles in the water. Both parameters directly influence the level of 

DO in water. Therefore, lack of DO in water leads to anaerobic condition in water that would adversely affect 

aquatic life [9]. Conversely, pH indicates the level of free hydrogen ions in the water. Increased acidity has 

been observed when there is a reduction in photosynthetic activities, assimilation of carbon dioxide and 

bicarbonate ions [10]. Meanwhile, NH3-N is essentially a measure of ammonia, a toxic pollutant from 

organic waste, fertilizers, and other industrial effluents. Increased acidity has also shown to increase toxicity 

of ammonia, leading to potential death of aquatic life [11]. These further reduces DO and water quality [12]. 

SS refers to the concentration of small particles that are suspended in water. These suspended 

particles absorb more heat from solar radiation than water particles. Therefore, a high concentration of SS 

will result in increase in water temperature and reduced DO [13]. Conversely, concentration of much smaller 

particles is measured in terms of dissolved solids (DS). These comprise of a variety of inorganic salts and 

dissolved organic matter [14]. Elevated levels of DS may not pose health hazard but increases the hardness of 

water [15]. Both SS and DS are smaller elements to a parameter known as total solids (TS) [16]. Conversely, 

turbidity is defined as the measure of relative clarity of water. The parameter is positively correlated with SS 

in which it assesses the intensity of light that can penetrate through the surface of water body [17]. Increased 

turbidity affects the growth of aquatic plants due to reduced amount of light required for photosynthesis. 

Coupled with increasing temperature and acidity, these will adversely impact the level of DO in water [18]. 

While not directly used for determining WQI in Malaysian rivers, DS, TS, and turbidity are additional 

parameters regularly monitored by the Department of Environment [3]. 

Various efforts have been made to integrate water quality monitoring with artificial intelligence (AI) 

due to its capability in handling non-linear data, robustness, reliability, cost-effectiveness, efficiency, as well 

as effectiveness in problem-solving, and decision-making [19]. Realization of these intelligent systems have 

have seen an exponential rise over the past two decades due to challenges from the lack of funding, data 

deficiency, time-series pattern that are unique to geological locations, as well as increasing contaminants, and 

variables [14]. Utilization of AI for water quality monitoring in Malaysian rivers has also been observed. To 

date, numerous AI methods have been tested. These include artificial neural network [20], fuzzy and hybrid 

models [21], as well as nature inspired algorithms [22]. Despite the recent progresses in AI paradigms, 

artificial neural network (ANN) still retains its effectiveness for modelling non-linear time-series data. These 

are realizable through the non-linear autoregressive with exogeneous inputs (NARX) model structure. Such 

approach has been successfully implemented to capture the dynamics of NH3-N on river water pollution. 

Comparative analysis has also shown the effectiveness of NARX over the static models [23].  

The standard approach for determining WQI is expensive since it requires considerable amount of 

time and laboratory resources to extract the physico-chemical information. A reduction of input variables to 

the model will not only optimize the resources, but also enable efficient computation by the model [24]. 

Based on the extensive review, two major gaps in the literature have been identified. First, the parameters 

acquired by the Department of Environment comprise of DO, BOD, COD, NH3-N, pH, temperature, SS, DS, 

TS, and turbidity. However, the strength of relationship between each of these parameters to WQI based on 

NWQS has not been determined. Second, a dynamic model that captures the relationship between the 

significant water parameters and WQI has yet to be developed. Therefore, this study sets out to achieve the 

following objectives: 1) to analyze the correlation between the parameters acquired by the Department of 

Environment and WQI and 2) to develop a NARX-based WQI model based on the significant water quality 

variables. The study is conducted on Air Busuk River, a branch that feeds water into the larger Klang River 

Basin [25]. This of significant importance as any fluctuation in the WQI of the river will adversely affect the 

major river branch. Therefore, the model would serve as an early warning system to alert the authorities of 

pending contamination. 

 

 

2. RESEARCH METHOD 

2.1.   Data acquisition and correlation analysis 

Water parameters for Air Busuk River from 2012 to 2018 has been obtained from the Department of 

Environment. The parameters include WQI, DO, BOD, COD, NH3-N, pH, temperature, SS, DS, TS, and 

turbidity. Throughout the six-years period, measurements are performed using calibrated equipments and 

standard operating procedure at station 1K35. Sampling is performed approximately once in every two 

weeks. To ensure optimum computational performance, an analysis is required to reduce these parameters to 
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the most significant few. The strength of relationship between each of the water parameters with WQI is 

performed using correlation test. This can be mathematically expressed by (1), where rxy is the correlation 

coefficient of the relationship between variables x and y. xi and x̄ are each the individual values and mean of 

variable x, while yi and ȳ are each the individual values and mean of variable y.  

 

 
  (1) 

 

The strength of relationship between the water parameters and WQI is then determined based on the 

categories in Table 1 [26]. Parameters with coefficients of less than 0.3 will be discarded as it is uncorrelated 

with WQI. Subsequently, cross-correlation will be performed among the remaining water parameters. Should 

strong correlation be obtained for any two of the water parameters, only one will be used in the development 

of NARX-based WQI model. Highly correlated variables will only increase computational complexity, but 

not significantly improve model performance [27]. 

 

 

Table 1. Strength of relationship based on correlation coefficient 
Correlation Coefficient Strength of the Relationship 

rxy ≥ 0.7 Strong 
0.5 ≤ rxy < 0.7 Moderate 

0.3 ≤ rxy < 0.5 Weak 

rxy < 0.3 None 

 

 

2.2.   ANN and NARX model 

Generally, ANN mimics the function of biological neural network in the brain. The network is 

therefore capable of learning from given examples and generalize solution for a particular problem. Thus far, 

the method has been widely used for pattern classification and function approximation. ANN is essentially a 

black box modelling technique that performs non-linear mapping of m-dimensional input space onto n-

dimensional output space, with no prior knowledge of the input-output relationships [28]. 

NARX is an effective approach for modelling time-series phenomenon and has been extensively 

used in a variety of applications. The structure which utilizes information from past memories to capture the 

dynamic behavior of non-linear systems. When developing the NARX model using ANN, two architectures 

will be used. The open-loop series-parallel structure is used for training, while the closed-loop parallel form 

is used for testing the model [29]. The architectures are illustrated in Figure 1. 

 

 

  
(a) (b) 

 

Figure 1. These figure are, (a) series-parallel, (b) parallel NARX architectures with tapped delay lines (TDL) [29] 

 

 

The input-output relationship for series-parallel and parallel structures can each be expressed by (2) 

and (3), where F(.) is the estimated model, and ŷ(t) is the predicted output at time t. The desired past output 

values are denoted by y(t – 1), y(t – 2), ... , y(t – ny), and the inputs are x(t – 1), x(t – 2), ... , x(t – nx). 

Conversely, for parallel architecture, ŷ(t – 1), ŷ(t – 2), ... , ŷ(t – ny) represents the lagged predicted output 

values from the NARX model. nx and ny each denotes the number of delays for input and output [30]. 

 

 (2) 

 

 (3) 
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In the series-parallel structure, the value of times series is predicted from present and past inputs, as 

well as the desired past outputs. The structure is used when training the model, making use of desired past 

values of the time-series. This feed-forward architecture allows for the standard multilayered perceptron 

(MLP) network to be implemented. After the training phase is completed, the NARX model is converted to 

parallel architecture. Prediction of time-series from this parallel structure relies on present and past inputs, as 

well as past predicted outputs [31]. The mapping function F(.) is initially unknown. This can be 

approximated by training the MLP network within the internal architecture. Figure 2 shows the structure of 

an MLP network which comprises of an input layer, two hidden layers, and an output layer. Studies have 

shown that in certain applications, single hidden layer would suffice for approximating a function. However, 

more hidden layers will be required for modelling complex problems [32]. 

 

 

 
 

Figure 2. Structure of two-hidden layer MLP network 

 

 

Initially, the vector of input variables, xi is converted to a vector of variables for the first hidden 

layer, uj, via activation function, Γ1. This is shown by (4), where wij are weights connecting ith input node to 

jth node in the first hidden layer. θj represents the bias, and M denotes the number of input nodes [33]. 

 

 
(4) 

 

Subsequently, the vector of variables from the first hidden layer, uj is transformed to a vector of 

variables for the second hidden layer, vk, through activation function, Γ1. This is expressed by (5), where wjk 

are weights connecting jth node in the first hidden layer to kth node in the second hidden layer. θk denotes the 

bias, and N is the number of nodes in the first hidden layer.  

 

 

(5) 

 

Similar transformation procedure is performed between the vector of variables from the second 

hidden layer, vk to the output layer, yl, via activation function, Γ2. This is shown by (6), where wkl are weights 

connecting kth node in the second hidden layer to lth output node, and θl represents the bias, and O denotes 

the number of nodes in the second hidden layer [33].  

 

 
(6) 

 

Hyperbolic tangent is used as the activation function for the hidden layers. Meanwhile, the output 

layer utilizes the pure linear function. Γ1 and Γ2 are each be expressed by (7) and (8). 

 

 
(7) 
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 (8) 

 

During training, the network learns to generalize a solution based on a given set of input and output. 

This is realized through backpropagation weight update procedure that considers the error between the 

computed and actual output. The weights and biases within the network are iteratively adjusted until the error 

is sufficiently minimzed. To avoid the network from over-fitting, early stopping criterion is also 

implemented. An unseen validation data is used to periodically assess the network during training. Increasing 

validation error indicates that the network is beginning to over-fit and training is immediately stopped [34]. 

Subsequently, the testing data is used to assess the model performance with final weights and biases from the 

training phase. The time-series data is initially normalized using min-max scaling. 70% of the data is used for 

training, 15% for validation, and the remaining 15% for testing [35]. To preserve the dynamic characteristics 

of time-series information, data is divided in block format. Levenberg-Marquardt algorithm [36] is 

implemented for network training. Various lag values are tested for the best network performance. The model 

is assessed via regression, time-series response, and error histogram. Autocorrelation function (ACF) test 

[37] and cross-correlation function (CCF) [38] test is performed to verify that the residuals and predicted 

output is not correlated with each other. Development of the WQI model is performed in MATLAB. 

 

 

3. RESULTS AND DISCUSSION 

3.1.   Correlation analysis 

The strength of relationship between each water quality parameter and WQI is determined through 

correlation analysis. Table 2 shows the correlation coefficients for DO, BOD, COD, NH3-N, pH, 

temperature, SS, DS, TS, and turbidity based on a six-year period data. Based on the results, pH, temperature, 

SS, DS, TS, and turbidity have shown no correlation with WQI. These indicate that the parameters do not 

have a direct influence on water quality. Conversely, BOD and COD has shown strong relationship with 

WQI, followed by DO with moderate correlation. Meanwhile, NH3-N has also demonstrated some degree of 

correlation, albeit a weak one. Generally, the correlation pattern between WQI with BOD, COD, DO, and 

NH3-N shows conformity with the literature. WQI is positively correlated with DO, but negatively correlated 

with BOD, COD, and NH3-N. To ensure that the NARX model is computationally efficient, a cross-

correlation analysis is performed among DO, BOD, COD, and NH3-N. Highly correlated features will not 

only increase computational complexity but reduces model performance [39]. Table 3 summarizes the 

correlation coefficients obtained between the selected parameters. 
 

 

Table 2. Correlation coefficient between water quality parameters and WQI 
Parameter Correlation Coefficient, rxy 

DO (% sat) 0.5720 

DO (mg/l) 0.5803 
BOD (mg/l) –0.7567 

COD (mg/l) –0.7448 

NH3-N (mg/l) –0.4035 
pH 0.1833 

Temperature (°C) –0.0116 

SS (mg/l) –0.0040 
DS (mg/l) –0.1799 

TS (mg/l) –0.1048 

Turbidity (NTU) –0.0523 

 

 

Table 3. Cross-correlation among DO, BOD, COD, and NH3-N 
Parameter DO (% sat) DO (mg/l) BOD (mg/l) COD (mg/l) NH3-N (mg/l) 

DO (% sat) 1     
DO (mg/l) 0.9902 1    

BOD (mg/l) –0.0826  –0.0862 1   

COD (mg/l) –0.1570 –0.1621 0.8504 1  
NH3-N (mg/l) –0.0879 –0.0892 0.2937 0.3310 1 

 

 

The standard DO measurement has shown high correlation with the same parameter measured as 

percentage saturation. Strong relationship between BOD and COD has also been observed. Meanwhile, NH3-

N did not show high degree of correlation with other selected parameters. To increase computational 

efficiency and improve model performance, only DO, BOD, and NH3-N are selected. The selection of these 

chemical parameters is valid as each are correlated with WQI. 
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3.2.   NARX-based WQI model 

The study adopts a two-hidden layer MLP network with seven TDL for lagged input and past output 

values during the training phase. Each hidden layer comprises of twenty hidden nodes. This optimum 

structure has been determined through exhaustive experiment for every randomtwister setting. Lagged input 

and past output of 14 weeks has been adopted to develop the model. These were based on extensive trial-run 

experiments that produces the most optimum results. After the network is successfully trained, the NARX 

model is converted from open-loop series-parallel architecure to the closed-loop parallel form. Generally, the 

model has attained satisfactory performance with overall regression of 0.8767. Figure 3 shows the regression 

obtained for training, validation, and testing. 

 

 

  
(a) (b) 

  

 
(c) 

 

Figure 3. Regression for; (a) training, (b) validation, (c) testing 

 

 

Excellent performance has been observed for training, attaining regression of 1. However, the 

results are less than satisfactory for validation and testing, each yielding regression of 0.7. These may be 

attributed by several factors. The frequency of sampling for Air Busuk River is approximately once in every 

two weeks. Therefore, the model was not able to perfectly capture the dynamic information from current and 

past inputs of DO, BOD, NH3-N, resulting in deteriorating performance for validation, and testing. Moreover, 

there may be additional information that has yet to be addressed by the model but is not present in the data 

provided by the Department of Environment. Data such as rainfall volumes which directly relates to current 

and water level will also influence the measured parameters. 

Meanwhile, Figure 4 revealed the model fit and error obtained for training, validation, and testing. 

These are further supported by the error histogram in Figure 5, illustrating the bias and distribution of error 

during the different phases of model development. Excellent model fit has been achieved for the training 

phase. However as predicted from the regression results, less than satisfactory error has been attained for 

validation and testing. Further investigation revealed that all error related to network training are close to 
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zero. However, higher errors are much prominent for validation and training. These support the results from 

preceding time-series response. The model is unbiased as majority of the error are distributed near zero.  

 

 

  
(a) (b) 

  

 
(c) 

 

Figure 4. Time-series response for; (a) training, (b) validation, (c) testing 

 

 

 
 

Figure 5. Error histogram 
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For the model to be accepted, the residuals and predicted output should not be correlated between 

each other. Results for ACF and CCF tests during training are shown in Figure 6. For ACF test, the results 

are acceptable as correlations for majority of other lags are within the 95% confidence limit except for lag 0, 

at 1. The results at lag 1 and lag 2 are still acceptable as the correlation still falls close to defined boundary. 

Conversely for CCF test, majority of correlation is also within the 95% confidence limit. Similarly, 

correlations at lag 0, lag 2, and lag 3 are also acceptable as the results is near to the defined boundary. 

Figure 7 demonstrates the results for ACF and CCF test for validation data. For ACF test, 

correlations for all lag falls within the 95% confidence limit except for lag 0, at 1. The CCF test has also 

shown desirable results with majority of correlations within the defined boundary. Correlation at lag –1 is 

also acceptable as the result is close to the 95% confidence limit. Conversely, ACF and CCF tests for testing 

is shown by Figure 8. The ACF test demonstrated similar pattern of results to that of model validation. 

Correlations for all lags are within the 95% confidence limit except for lag 0, at 1. CCF test has also shown 

desirable results where correlations for majority of the lags fall within the 95% confidence limit. However, 

moderate correlation is shown at lag 0, which can still be accepted. 

Based on the results presented, the model has sufficient capabilities to predict WQI of Air Busuk 

River based on DO, BOD, and NH3-N. The study has therefore, established a new and efficient method for 

assessing water quality with reduced number of parameters and consequently, saving cost for measurement 

of unrelated parameters. These cost saving measures could instead be redirected for increasing frequency of 

sampling and other factors that have yet to be considered by the model. Capability to predict WQI of Air 

Busuk River will have a significant impact as it directly affects the quality of Klang River Basin.  

 

 

  

(a) (b) 

 

Figure 6. These figure are; (a) ACF, (b) CCF tests for training 

 

 

  
(a) (b) 

 

Figure 7. These figure are; (a) ACF, (b) CCF tests for validation 
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(a) (b) 

 

Figure 8. These figure are; (a) ACF, (b) CCF tests for testing 

 

 

4. CONCLUSION 

The study has set out to analyze the correlation between DO, BOD, COD, NH3-N, pH, temperature, 

SS, DS, TS, and turbidity from Air Busuk River with WQI, and develop a NARX-based WQI model based 

on significant water quality parameters. Based on the analysis, DO, BOD, and NH3-N has shown correlation 

and is used to develop the WQI model. The NARX-based model is then developed using two-hidden layer 

MLP network with TDL of seven. The model which is based on three chemical parameters has shown 

satisfactory performance with overall regression of 0.8767 and passed the correlation function tests. Based on 

the results, the model has shown to be capable of predicting fluctuations in WQI by considering from the past 

fourteen weeks based on only three chemical parameters. Hence, these would serve as an early indicator to 

alert the authorities on the pending pollution that will reach Klang River with reduced cost of operations. 

Despite the successful development of model using artificial neural network and NARX structure, results 

indicate that there is still opportunity for improvement. The model was developed based on data that has been 

sampled at a frequency of two weeks. Therefore, predictions can only be performed using data from the past 

fourteen weeks. A more responsive model, however, should rely on data sampled at higher frequency. Hence, 

the Department of Environment should use the findings as a motivation for increasing the rate of water 

quality measurement. These would allow future models to capture the unseen dynamics of chemical 

parameters which would lead more accurate predictions. Additional parameters related to external elements 

such as rainfall volume can also be considered in the WQI model. The proposed considerations, however, 

will be subject to future investigations. Thus far, this is the only study that proposed a model based on the 

NARX structure. Therefore, new developments related to improved sampling frequency, prediction 

performance, and adoption of other modelling methods will be benchmarked with this study. 
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