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 Adaptive processing for canceling noise is a powerful technology for signal 

processing that can completely remove background noise. In general, various 

adaptive filter algorithms are used, many of which can lack the stability to 

handle the convergence rate, the number of filter coefficient variations, and 

error accuracy within tolerances. Unlike traditional methods, to accomplish 

these desirable characteristics as well as to efficiently cancel noise, in this 

paper, the cancelation of noise is formulated as a problem of coefficient 

optimization, where the particle swarm optimization (PSO) is employed. The 

PSO is structured to minimize the error by using a very short segment of the 

corrupted speech. In contrast to the recent and conventional adaptive noise 

cancellation methods, the simulation results indicate that the proposed 

algorithm has better capability of noise cancelation. The results show great 

improvement in signal to noise ratio (SNR) of 96.07 dB and 124.54 dB for 

finite impulse response (FIR) and infinite impulse response (IIR) adaptive 

filters respectively. 
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1. INTRODUCTION 

An adaptive noise canceller is a powerful tool that separates the desired speech signal from the 

background noise, which resulting in higher signal to noise ratio (SNR) of the desired speech signal. The 

adaptive filter has the capability to change its parameters based on specific condition, to handle the unknown 

statistics of the input signal. Many methods are used to optimize the adaptive filter coefficients. Several 

speech enhancing algorithms have been suggested [1], [2]. The least mean square (LMS), normalized LMS 

(NLMS), and genetic algorithm (GA) [3], [4] are adaptive filtering methods used for speech improvement. 

One of the popular algorithms used in this type of application is the LMS [5]. In terms of SNR 

enhancement, the NLMS outperforms the LMS algorithm.The NLMS features different step sizes, which 

allows it to converge faster [6]. For speech enhancement, other adaptive algorithms such as recursive least 

square (RLS) also used [7]. Kumar [8] presents the RLS algorithm to produce very low mean square error 

(MSE) and fast convergence, but having more computational complexity when compared to the LMS 

algorithm. So for different noise canceling applications, LMS is recommended over RLS methods, because RLS 

has more computational cost and stability issues than LMS-based methods. In [6] LMS has been developed in a 

variety of forms, the experimenal results show that the LMS algorithm is relatively better in terms of simplicity 

and application, when compared to LMS-based algorithms such as leaky LMS, block LMS, sign-data LMS, 

modified normalized LMS algorithm, sign-sign LMS algorithm, sign-sign LMS algorith with leakage term, 
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sign-data normalized LMS, variable step-size LMS algorithm, filtered X-LMS algorithm, filtered X-LMS 

algorithm, frequency response shaped LMS algorithm, and hybrid LMS algorithm. 

Global optimum solutions in multimodal error surface, are not easy to find when gradient-based 

algorithm is used. Therefore, stochastic optimization algorithms are used as alternative to the gradient 

descent-based techniques. Asl and Geravanchizadeha [9] present a new algorithm, based on sexual 

reproduction-based PSO (SRPSO) claiming enhanced signal of 14.37 dB [9]. The PSO, proposed by 

Kennedy and Eberhart [10] in 1995, as a class of swarm intelligence techniques, the PSO is the most 

common algorithm in the class of swarm intelligence methods [10], [11]. The benefit is that the algorithm is 

simple, requires fewer tuning parameters, and requires less information of gradient. In addition, it 

convergences faster, and it is better in finding global optimum solutions. Currently, the PSO is used to 

optimize the fitness function, in many problems like pattern classification, neural networks, and fuzzy control 

systems [12]. 

In the last decade, several methods are proposed for speech enhancement applications. A hybrid 

optimization algorithm, which employs the combination of the conventional θ-PSO, and the shuffled sub-

swarms particle optimization (SSPSO) technique. The hybrid algorithm is called θ-SSPSO, achieving global 

convergence, for adaptive filters and SNR-improvement of 23.7804 dB [13]. An average SNR of 25.043 dB is 

claimed by Jose and Anoop [14], using a cuckoo search based algorithm. Kunche et al. [15] suggest an 

accelerated PSO (APSO) technique, with a comparison with the standard PSO, an SNR of 25.25 dB is claimed. 

Mahbub et al. [16] suggest a frequency domain based PSO, in terms of SNR enhancement, demonstrate superior 

results under different acoustic conditions. Asl and Nezhad [17], [18] present a modified PSO for speech 

enhancement, claiming improvement in SNR from 20.47 dB to 26.59 dB. PSO is most suitable among other like 

LMS, NLMS, RLS as stated in [19], it is also outperforms other evolutionary algorithms such as bacteria foraging 

optimization (BFO), GA and artificial bee colony (ABC) as suggested in [20], [21]. Kunche et al. [22] claimed 

improvement in SNR about 24 dB, when using a hybrid of PSO and gravitational search algorithm (GSA), 

which referred as PSOGSA, claiming better background noise reduction of the noisy input speech. However, 

it adds more complexity. An SNR of 32.97 dB is claimed by Selvi and Suresh [23] when proposing a hybrid 

technique, for speech enhancement, by using minimum MSE (MMSE) and PSO. Ramil et al. [24] a 

comparison of the performance of two systems, adaptive noise cancellation and adaptive line enhancer, is 

presented using objective and subjective measurements, for speech intelligibility, such as using the mean 

opinion score, MSE, and SNR, with selectable algorithms for the systems such as the NLMS, affine 

projection, dynamic set-membership affine projection. The experimental results show that the SNR by single 

input adaptive noise cancellation is (about 65.281 dB) better than dual input adaptive noise cancellation 

(about 45.522 dB). Bolisetty and Santiprabha [25] A novel approach for speech enhancement using modified 

wiener filtering is developed, and power spectrum computation and MMSE technique are applied, to 

overcome communications speech signals issues, and compared to other techniques which description in 

[26], the paper considers the NOIZEUS database. The results claim that the suggested model provides better 

SNR than other techniques for airport, car, and train noise with SNR values of 4.36 dB, 4.77 dB, and 4.47 dB 

respectively. Kunche et al. [27] present a comparative study, by using the NOIZEUS and NOISEX datasets, 

to evaluate speech enhancement algorithms, like the bat algorithm (BA), standard PSO, APSO, GSA, and the 

hybrid PSOGSA. An improvement in SNR of 31 dB is claimed when BA is used. The PSO algorithm 

receives wide attention, due to its important advantages, in the process of speech enhancement [28], it 

successfully repairs the signal with reduced noise, especially in high frequency voice regions [29]. 

In this paper, the PSO algorithm is proposed for dual-channel speech enhancement. Unlike 

traditional iterative algorithms, that requires instantaneous access to the distorted speech signal, the proposed 

algorithm uses a very small portion of the distorted signal, which improves both local and global search. The 

rest of the paper is organized as follows: section 2 describes the dual-channel adaptive filter and its 

importance in enhancement speech, section 3 explains the PSO algorithm, section 4 illustrates the proposed 

algorithm, section 5 addresses the simulation results, while section 6 presents the main conclusions. 

 

 

2. ADAPTIVE FILTER FOR SPEECH ENHANCEMENT 

The Adaptive filter method is one of the important speech enhancement methods. A system with a 

linear filter is an adaptive filter, such filter has a transfer function of tunable parameters. These parameters 

can be tuned using an optimization method. The adaptive filter produces a clean signal, free from any 

undesired noise and other interfering signals. In an adaptive part, the filter properties are controlled, to reach 

the required values by interacting with the environment model, unlike traditional filter design techniques, that 

rely on fixed filter parameters, and no prior information known. 

The block diagram of the dual-channel enhancement speech system is shown in Figure 1, where s[k] 

refers to the original clean speech signal, which occurs in one channel, y[k] refers to the corrupted signal 
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after adding the background noise n[k]. The reference noise signal x[k] in the second channel, is correlated to 

the background noise n[k]. The filter output ne[k] represents an estimation of n[k]. The expression for filter 

output, the MSE, and the error respectively are given by: 

 

𝑛𝑒[𝑘]  = ∑ (w[n] ∗ x[k − n])
𝑁−1

𝑛=0
 (1) 

 

𝑀𝑆𝐸 =
1

L
  ∑ [(e[𝑛] − s[n])]2L

n=1  (2) 

 

𝑒[𝑘] = y[k] − 𝑛𝑒[𝑘] (3) 

 

Where N is the finite impulse response (FIR) filter order, w[n] is the nth coefficient, and L is the length of a 

speech signal. Adaptive filters contain two different units: 

The first is the digital filter, which has tuneable coefficients, that can be adjusted to minimize the 

error. This filter can be modeled as FIR or infinite impulse response (IIR). Most nonlinear and iterative 

systems are represented as IIR systems. In this paper both FIR and IIR based adaptive filters are investigated, 

to represent the filter model between the two channels of the dual-channel optimization system. 

The second unite is the adaptive algorithm, which updates the filter parameters, it must guarantee 

the fastest possible convergence to the optimum parameters, to meet the target value of the error. Many 

adaptive algorithms apply improvements, to traditional iterative procedures, to handle the function 

minimization problem. 

 

 

 
 

Figure 1. Effects Speech dual-channel model 

 

 

3. PARTICLE SWARM OPTIMIZATION (PSO) 

The PSO is an algorithm for adaptive noise cancellation, that is based on stochastic global 

optimization techniques [30]. Motivated by bird flocking and fish swarms' social engagement animals, this 

algorithm is proposed by Kennedy and Eberhart in 1995 [10]. The goal of PSO is to minimize residual noise 

by defining optimal adaptive filter weight coefficients. The size of the swarm or number of particles, number 

of iterations, velocity components, and acceleration coefficients are the basic PSO parameters. The best 

position of the whole swarm represents the best global solution and called GBest, while the best solution, that 

can be found for an individual particle is called PBest. Every particle in the swarm, continuously updates itself 

by taking in consideration both GBest and PBest. A new generation of particles is then formed. The fitness 

function, which is designed according to the optimization problem, evaluates the degree, to which the swarm 

is good or poor in functional operations. It is possible to consider each particle in the PSO as a point in the 

solution space. If the swarm size is M, then the location of the ith (i=1, 2, ..., M) Pi is represented as a particle. 

The total swarm particles form a set S. PBesti is expressed as the “best” position, that can be reached by the 

particle. Vi refers to the velocity of the ith particle. The best particle among the swarm at each iteration is 

referred as GBest. Therefore, according to the following equation each particle Pi updates its speed and 

position: 

 

𝑉𝑖,𝑡+1 = 𝑊 𝑉𝑡 + 𝐶1 𝑟1 (𝑃𝐵𝑒𝑠𝑡 − 𝑃𝑖,𝑡) − 𝐶2 𝑟2 (𝐺𝐵𝑒𝑠𝑡,𝑡 − 𝑃𝑖,𝑡) 

 
𝑃𝑖,𝑡+1 = 𝑃𝑖,𝑡 + 𝑉𝑖,𝑡+1 

 

where W is the inertia weight, the cognition learning factor is C1 and the social learning factor is C2. The r1 

and r2 are two random parameters, distributed uniformly in the interval [0,1]. PBest represents the best 

solution, thus far achieved by individual particle, while GBest is the best value which so far obtained by all 

particles, t represents the iterations index. Figure 2 shows the main stages of the PSO algorithm. 
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Figure 2. The PSO algorithm's flowchart 

 

 

4. PROPOSED ALGORITHM 

The proposed algorithm block diagram is shown in Figure 3 Different adaptive algorithms are 

suggested in the literature, such as LMS, PSO, and other optimization methods [20]. In all these methods, the 

adaptive algorithm works on minimizing the energy of the output signal e[k], taking in consideration the 

whole speech signal. However, the task of the adaptive filter is to mimic the transfer function F[z], which 

represents the relation between the noise source x[k] and the added noise n[k]. The estimation of such system 

is not necessarily related to the length of the speech signal. Therefore, in this paper a very small segment of 

the input signal (about 12.5 ms) is considered, to optimize the adaptive filter coefficients. This short segment 

is preferred to be a nonspeech segment (i.e. only n[k]), so that the optimization algorithm can work 

effectively, since its task is to minimize the energy at the output to zero value, and consequently finding the 

optimum coefficients value. By considering such short segment of the audio input signal, the PSO algorithm 

can reach the optimum solution substantially faster than other traditional methods, which are limited by the 

instantaneous and/or the whole audio signal. The only limitation is if the transfer function F[z] may change 

over time, which is not the case here, where F[z] considered to be stationary.  
 
 

 
 

Figure 3. Adaptive filter for noise cancellation 
 

 

5. RESULTS  

In the experimental analysis, The PSO algorithm is implemented in MATLAB R2018b using a 

laptop of Core i7 processor, 8 GB RAM, mechanical hard disk. The reference noise in the second channel is 

filtered using the PSO and the LMS algorithms, to compare the efficiency of both algorithms. The 

performance index is the SNR and defined as (4). 

 

𝑆𝑁𝑅 = 10 𝐿𝑜𝑔 (
∑ 𝑠2[𝑘]

∑(𝑠[𝑘]−𝑦[𝑘])2) (4) 

 

The experiments are carried out using the NOIZEUS database [31] and the NOISEX-92 database. Eight noise 

types are selected from the NOISEX-92 [32] database (airport, babble, exhibition, car, restaurant, street, 

train, and subway). Clean speech samples are taken from the NOIZEUS dataset. Both clean speech and noise 

samples are recorded at the sampling frequency of 8 kHz. To obtain the corrupted speech signal, the 

reference noise is passed through the transfer function F[z], which represents the recording environment 

model. Both FIR and IIR filter models are investigated for the F[z]. The filter F[z] provided in (5) is 

considered in the simulation [13]. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Dual channel speech enhancement using particle swarm optimization (Dalal Hamza) 

825 

𝐹[𝑧] =
1

1−1.2Z−1+0.36Z−2 (5) 

 

The W[z] adaptive filter is given by: 

 

𝑊[𝑧] =
1

1+𝑃2
𝑖 𝑍−1+𝑃1

𝑖 𝑍−2 (6) 

 

𝐹[𝑧] = ∑ 𝑏[𝑘]𝑍−𝑘𝑀
𝑘=0 = −1.2𝑍−1 + 0.36𝑍−2 (7) 

 

𝑊[𝑧] = 𝑃2
𝑖𝑍−1 + 𝑃1

𝑖𝑍−2 (8) 

 

The weights of the W[z] adaptive filter are calculated using the PSO. Table 1 illustrates the 

experimental conditions of the PSO algorithm for a short segment taken from a corrupted signal. Table 2 and 

Table 3 address a comparison of PSO and LMS algorithms based on SNR improvement by considering FIR 

and IIR models for F[z] respectively. Table 4 shows a comparison of SNR values obtained from different 

methods in the literature, at noise levels of -5 dB and -10 dB, compared with the proposed algorithm based 

IIR adaptive filter. The proposed algorithm significantly outperforms the other methods, due to the accurate 

estimation of the F[z] model in the adaptive filter. Figure 4 shows a waveform example of the sample from 

the database, and the enhanced signal using PSO and LMS algorithms. 

 

 

Table 1. PSO parameters 
Parameter Value 

C1 1 

C2 2 
Iteration size 100 

W 0.8 

adaptive filter taps number 2 
Swarm size 100 

 

 

Table 2. SNR-improvement at different noise levels 

for FIR model of F[z] 
SNR noisy signal 

(dB) 
Algorithm SNR enhanced signal 

(dB) 

-5 PSO 79.01 

LMS 7.08 

-12 PSO 85.77 
LMS 12.09 

-24 PSO 96.07 
LMS 23.55 

 

Table 3. SNR-improvement at different noise levels 

for IIR model of F[z] 
SNR noisy signal 

(dB) 
Algorithm SNR enhanced signal 

(dB) 

-5 PSO 122.9 

LMS 7.08 

-12 PSO 124.54 
LMS 12.09 

-24 PSO 114.88 
LMS 23.55 

 

 

 

Table 4. SNR comparison of different methods 
SNR noisy signal (dB) Algorithm SNR enhanced signal (dB) 

-5 

Proposed PSO 122.9 

LMS 7.08 

PSOGSA [22] 24 

GSA [22] 22 

-10 

Proposed PSO 232.7729 

θ-SSPSO [13] 23.7804 

BA [27] 31 
BFO [20] 0.1109 

GA [20] 0.3141 

ABC [20] 0.3095 
RLS [20] -0.259 

APSO [15] 25.25 

GSA [27] 27 

 

 

Thirty clean speech samples are considered from the NOIZEUS database, each sample is corrupted 

with eight types of noise from the NOISEX-92 database. The SNR of the 30 samples corrupted with “airport” 

noise is shown in the Figure 5. The SNR enhancement of one sample from the NOIZEUS database, which 

corrupted with eight types of noise, using the FIR model in Figure 6 and the IIR model in Figure 7. 
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Figure 4. Enhancement of a standard waveform distorted by airport noise at -24dB SNR. (a) Original signal,  

(b) Noise signal, (c) corrupted signal, (d) cleaned signal using PSO, and (e) cleaned signal using LMS 
 
 

 
 

Figure 5. The performance of the proposed algorithm and LMS algorithm for 30 samples  

at different noise levels for FIR model 
 

 

 
 

Figure 6. Enhancement of SNR of one sample corrupted with eight types of noise  

for FIR model at different noise levels 
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Figure 7. Enhancement of SNR of one sample corrupted with eight types of noise  

for IIR model at different noise levels 

 

 

6. CONCLUSION  

In this paper, an efficient and simple PSO-based adaptive noise cancelation algorithm is presented, 

to handle the problem of speech signal enhancement in a dual-channel model. The adaptive filter can 

estimate the recording environment model F[z], by minimizing the mean square error, between the outputs of 

the two channels. The proposed algorithm uses only a short segment of the noisy audio file (about 12.5 ms), 

to estimate the F[z] model, once the model is correctly estimated, the adaptive filter can efficiently clean the 

rest of the noisy signal. The results are compared with the LMS algorithm and other methods in the literature. 

The LMS algorithm suffers from the difficulty, to find the desired solution in the search space, and it has 

little accuracy. The main advantage of using the proposed algorithm is the use of a short segment of the 

speech signal to estimate the F[z] coefficients, this reduces the processing time of the PSO substantially, 

which makes the proposed algorithm plausible to be implemented in real time speech enhancement. Since, a 

short speech signal is considered in the PSO algorithm, it converges faster to the optimum solution. The 

results show significant superiority for the proposed algorithm over other methods as addressed in Table 4. 
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