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 Every five years public health research publishes a public health 

development index that describes public health in indonesia. The public 

health development index is measured using data from the public health 

research and the national socio-economic survey, and the village potential 

survey which is obtained by surveying from sampling data. In fact, the 

provincial and city health offices have health profile data reports every year. 

For this reason, this study analyzes existing health profile data using data 

mining techniques to obtain indicator data that are very influential in 

formulating the city health development index. This city health development 

index was successfully formulated by adopting the model of public health 

development index in 2013 and using indicators from annual health profile 

data which obtained from the data mining process, i.e., Random Forest 

algorithm. The proposed model can be used as the annual report of a city to 

describe the health condition of that city. For the future research, the model 

can be adopted to measure some specific aspects of city health condition. 
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1. INTRODUCTION 

Law Number 17 of 2007 concerning the national long term development plan (2005-2025) states 

that health together with education and increasing the purchasing power of the community are the three main 

pillars to improve the quality of human resources. Composites of these three main pillars are known as the 

human development index (HDI) [1]. HDI consists of three components: health, education, and economic 

conditions. Health indicators in the HDI are life expectancy. Life expectancy at birth is arithmetic average of 

ages at death but not affected by age distribution of death [2]. 

However, to state public health is not enough just by Life Expectancy but many other indicators that 

influence. For this reason, the health research and development agency, the Indonesian Ministry of Health 

compiles the public health development index (PHDI). PHDI is a collection of health indicators that can be 

easily and directly measured to describe health problems. This collection of health indicators is considered to 

have a direct or indirect role in increasing the long and healthy life expectancy. This PHDI can be used to see 

the results of the previous year's health development and can also be used to plan health development in the 

coming year. The PHDI measurement uses data from the public health research and the national socio-

economic survey, and the village potential survey which is conducted every five years by surveying from 

sampling data. 

For the first time, the Ministry of Health has developed a model for calculating the PHDI in 2007. 

This model was compiled in 2010 using data from the Public Health Research in 2007 and 2008. The 2007 

PHDI model consists of 24 indicators. Then the 2007 model was developed into the 2013 PHDI Model in 
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2013 with 30 indicators. The determination of 30 indicators in the 2013 PHDI Model is based on the 

framework of the concept of health determinants which includes the health of individuals, families, 

communities and the health service system. The 30 indicators are divided into 7 categories consisting of;  

i) Toddler health, ii) Reproductive health, iii) Health services, iv) Health behavior, v) Non-communicable 

diseases, vi) Infectious diseases, and vii) Environmental health. 

In fact, every year the provincial and city health offices in Indonesia publish health profile data for 

each region based on reports from the health sector in each region. The city health profile (CHPs) were 

developed by The WHO european healthy cities in 1995 to measure and monitor health in a city [3]. Health 

profile data collected is very large and varied, which is the result of health information transactions that occur 

dynamically every day at the community health centers and the health program section at the health office at 

both the city and provincial levels. The main problem faced by city health office is that they could not have 

any information about the position of city health condition because they don’t have any formula to measure 

the city health index based on the CHPs that they produce every year as an annual report. 

This CHPs produced by a city or province contains data and information that illustrates the degree 

of health, health efforts, and health resources and the achievement of health development indicators in certain 

areas that can be used as a tool to evaluate the progress of health development from year to year. Health 

degrees include figures related to death and illness while health efforts include numbers related to health 

services, access to and quality of health services, community life behavior, and environmental conditions. 

Health resources include figures relating to facilities and health workers and health financing. These figures 

become the evaluation material for local governments, especially the health department to find out priority 

health problems, the handling that must be done, and health development planning. 

Therefore, to accommodate the need for development of city health every year, CHPs generated 

annually is used to measure the city health development index (CHDI) in each region. The indicators and 

formula for measuring CHDI was adopted from the 2013 PHDI Model and processed by using data mining 

techniques to obtain precise and highly influential indicators. Among 2013 PHDI Model indicators, not all of 

them are used in the CHPs. Data mining is used by this study to determine some significant attributes that can 

be captured to build a new formula of CHDI, which one of the important stages in the knowledge discovery 

in database (KDD). Data mining is the process of finding and extracting patterns and knowledge from a very 

large set of data [4], [5]. 

The stages in KDD consist of 7 stages as the following [5]: i). Data cleaning is the process of 

cleaning data from noise and inconsistent data; ii). Data integration is the process of combining data from 

different sources; iii). Data selection is the process of selecting data from a database needed for analysis; iv). 

Data transformation is the process of transformation to forms suitable for data mining operations; v). Data 

mining is the process of extracting data patterns with intelligent methods; vi). Pattern evaluation is the 

process of evaluating data patterns that represent knowledge based on certain measurements; vii). Know-

ledge presentation is the process of presenting knowledge according to the results of mining 

Data mining is a process for extracting data patterns with various techniques including 

classification, regression, clustering and other analysis techniques. In the health sector, data mining 

techniques are used to analyze and obtain useful information from patient data so that appropriate treatment 

can be given [6]. The commonly used model is the predictive model with the classification method [4]. This 

method is used to predict various types of diseases as well as assist doctors in making the right decisions 

medically. Techniques that are normally used include: Decision tree, k-nearest neighbor, rule-based, neural 

network, support vector machine, and naive bayes [4]-[10]. 

The technique often used in the classification stage is a decision tree with algorithms C4.5, CART, 

and C5.0 [5], [11]. Then the decision tree method evolved into a random forest method by combining several 

decision trees based on random selection of data and variables [12], [13]. In order to find significant features 

from the data obtained, this study had applied random forest (RF) algorithm [12] for feature selection. The 

principle of Random Forest is to combine a lot of binary decision trees which are constructed using several 

bootstrap samples derived from learning sample L and randomly selecting at each node part of the 

explanatory variables, X [14]. Random forest performs very well where the number of attributes is much 

greater than the samples [15]. Utilizing this property from random forest, it can be easily used for microarray 

datasets. This can be part of the method for class prediction and feature selection with microarray data [16]. 

Random forest has been used widely in biomedical domain. Diaz-Uriarte et al. [16] have worked on 

varied data sets and demonstrated that random forest performance is good compared to other classification 

methods, such as diagonal linear discriminant analysis (DLDA), support vector machines (SVM), and  

k-nearest neighbor (KNN). Yao et al. [17] used random forest algorithm to rank features and the results were 

evaluated by using SVM classifiers. Yang et al. [18], has proposed a method based on random forest 

classification and the SVM classifier. Random forest important variable interest score is to evaluate features 

that are selected and features that are eliminated. The new features obtained are then evaluated using SVM 
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classifier. In many researches, random forest is used as a classifier to evaluate the features. Some of them 

directly use variable importance level scores to support features [17], [19]. 

 

 

2. RESEARCH METHOD 

The CHDI formulation process applied data mining techniques [4], [5] by adopting and modifying 

the 2013 PHDI Model as seen in Figure 1. Data mining techniques are used to obtain attributes that are very 

influential in the process of classifying health profile data. The influential attribute as an indicator of health 

will determine the weight that will be used in calculating the CHDI score. 

 

 

 
 

Figure 1. Process of CHDI formulation 

 

 

2.1.   Merging of health profile data 

Health profile data used in this study obtained from provincial health offices of Bali, DKI Jakarta, 

DI Yogyakarta and Sulawesi Selatan in Excel format. The city health profile data from these four provinces, 

especially in 2017 are then combined, as seen in Table 1. In addition, PHDI score data based on the 2013 

PHDI Model for each city or district of the four provinces is also used, shown in Table 2.  

This city health profile data in Table 1 consists of approximately 710 attributes that are incorporated 

into 9 groups of indicators, namely general description, mortality, morbidity, health services, access and 

quality of health services, community life behavior, environmental conditions, health facilities, and health 

workers. For each city or district, additional attributes are given which defines the index of Health 

Development Index category based on the 2013 PHDI score in Table 2 with the following conditions: 

 0,7000 - 1,000 : High 

 0,5000 – 0,6999 : Medium 

 0,0000 - 0, 4999 : Low 

A total of 710 attributes will be analyzed to obtain attributes that are very influential and very 

important in determining the city health development index by using data mining. 

 

2.2.   Data cleaning and selection 

The data collected at the data collection stage often contains empty values, incorrect formatting, 

typos, not in accordance with the domain, or repeated [20] data cleaning. These data can affect the 

classification process in data mining [preprocessing]. For this reason, before data analysis, and data 

classification, data cleaning is carried out first [9], [21].  

Data table from the combination of the four provinces are cleaned from inconsistent data and also from 

data that has no value. There are several attributes in one provinces table that have data values, but in other 

provinces tables they are null. There are also attributes which all have zero values. Therefore, this health profile 

data table is cleared by removing attributes that are empty or inconsistent so that only 57 attributes (denoted as 

A1…A57) are left out of the 8 indicators. The attributes included in the general description are not used but 

only the number of residents per city that is used to normalize the value of each attribute. 
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Table 1. Health profile data table of the Provinces of Bali, DKI Jakarta, DI Yogyakarta, and  

Sulawesi Tengah in 2017 
Year Province City / 

District 

Total 

Population 

Number Of 

Born Alive 

Number Of 

Death Of 

Neonatal 

Boys & Girls 

Number 

Of Death 

Of Baby 

Boys & 

Girls 

Number Of 

Death Of 

Toddler  

Boys & 

Girls 

Overall 

Number Of 

Mother 

Death 

2017 DKI JAKARTA Jakarta Pusat 921344 13705 56 69 89 13 

2017 DKI JAKARTA Jakarta 

Utara 

1781316 36902 111 164 188 13 

2017 DKI JAKARTA Jakarta Barat 2528065 50607 139 192 235 24 

2017 DKI JAKARTA Jakarta 

Selatan 

2226830 44237 16 25 27 11 

2017 DKI JAKARTA Jakarta 

Timur 

2892783 60955 50 107 111 29 

2017 DKI JAKARTA Kepulauan 

Seribu 

23897 501 4 5 7 1 

2017 D.I. 

YOGYAKARTA 

Kulon Progo 445655 5008 34 42 17 3 

2017 D.I. 

YOGYAKARTA 

Bantul 927181 12355 71 37 115 9 

2017 D.I. 

YOGYAKARTA 

Gunung 

Kidul 

755977 7339 55 71 79 12 

2017 D.I. 

YOGYAKARTA 

Sleman 1062861 14025 49 59 61 6 

2017 D.I. 

YOGYAKARTA 

Kota 

Yogyakarta 

412692 3621 25 33 37 4 

2017 SULAWESI 

TENGAH 

Banggai 

Kepulauan 

116811 2513 33 35 36 3 

2017 SULAWESI 

TENGAH 

Banggai 365616 7238 23 33 38 9 

2017 SULAWESI 

TENGAH 

Morowali 117330 2614 42 44 44 4 

2017 SULAWESI 

TENGAH 

Poso 245993 4832 31 42 46 1 

2017 SULAWESI 

TENGAH 

Donggala 299174 6933 46 49 49 13 

2017 SULAWESI 

TENGAH 

Toli-Toli 230996 4952 53 70 74 6 

2017 SULAWESI 

TENGAH 

Buol 155593 3714 39 50 52 6 

2017 SULAWESI 

TENGAH 

Parigi 

Moutong 

474339 10570 69 93 103 17 

2017 SULAWESI 

TENGAH 

Tojo Una 

Una 

150820 3391 17 17 17 4 

2017 SULAWESI 

TENGAH 

Sigi 234588 4824 36 38 39 10 

2017 SULAWESI 

TENGAH 

Banggai 

Laut 

72298 1756 26 27 28 3 

2017 SULAWESI 

TENGAH 

Morowali 

Utara 

122985 2742 22 24 24 2 

2017 SULAWESI 

TENGAH 

Kota Palu 379782 7147 8 10 12 11 

2017 BALI Jembrana 274900 4605 32 48 3 5 

2017 BALI Tabanan 441000 5139 31 43 10 3 

2017 BALI Badung 643500 8693 16 26 3 5 

2017 BALI Gianyar 503900 5979 33 60 14 3 

2017 BALI Klungkung 177400 2819 6 19 5 2 

2017 BALI Bangli 225100 3274 12 23 6 4 

2017 BALI Karangasem 412800 6903 39 48 4 6 

2017 BALI Buleleng 653600 10819 30 39 4 9 

2017 BALI Kota 

Denpasar 

914300 17333 10 11 4 8 
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Table 2. PHDI scores based on the 2013 PHDI Model 
NO PROVINCE CITY/DISTRICT PHDI SCORE 

1 DKI JAKARTA Jakarta Pusat 0,5959 

2 DKI JAKARTA Jakarta Utara 0,5994 

3 DKI JAKARTA Jakarta Barat 0,6356 

4 DKI JAKARTA Jakarta Selatan 0,6146 

5 DKI JAKARTA Jakarta Timur 0,5887 

6 DKI JAKARTA Kep. Seribu 0,5711 

7 D.I. YOGYAKARTA Kulon Progo 0,5664 

8 D.I. YOGYAKARTA Bantul 0,5772 

9 D.I. YOGYAKARTA Gunung Kidul 0,5569 

10 D.I. YOGYAKARTA Sleman 0,5805 

11 D.I. YOGYAKARTA Kota Yogyakarta 0,5578 

12 SULAWESI TENGAH Banggai Kepulauan 0,4408 

13 SULAWESI TENGAH Banggai 0,5066 

14 SULAWESI TENGAH Morowali 0,5216 

15 SULAWESI TENGAH Poso 0,5317 

16 SULAWESI TENGAH Donggala 0,4644 

17 SULAWESI TENGAH Toli-Toli 0,4255 

18 SULAWESI TENGAH Buol 0,5336 

19 SULAWESI TENGAH Parigi Moutong 0,4359 

20 SULAWESI TENGAH Tojo Una Una 0,3862 

21 SULAWESI TENGAH Sigi 0,4936 

22 SULAWESI TENGAH Banggai Laut 0 

23 SULAWESI TENGAH Morowali Utara 0 

24 SULAWESI TENGAH Kota Palu 0,6091 

25 BALI Jembrana 0,6081 

26 BALI Tabanan 0,6826 

27 BALI Badung 0,6546 

28 BALI Gianyar 0,7352 

29 BALI Klungkung 0,6203 

30 BALI Bangli 0,5776 

31 BALI Karangasem 0,5823 

32 BALI Buleleng 0,6191 

33 BALI Kota Denpasar 0,6992 

 

 

2.3.   Data transformation 

Data transformation is the stage of converting the previous data format to the new data format. One 

of the operations of data transformation is normalization [22], [23]. The normalization process is needed to 

make the classification process effective. Therefore, data values of health profile are normalized by dividing 

each attribute value by the population in the area and multiplying by 10 so that the value is neither too large 

nor too small. Furthermore, the data is divided into two parts, namely training data and test data with a 

composition of 70:30, 75:25, and 80:20. 

 

2.4.   Data classification 

Algorithms of data classification are decision trees, rule-based methods, probabilistic methods, SVM 

methods, instance-based methods, and neural networks [24], [25]. Data classification of these health data is 

carried out by using decision tree C5.0 and random forest techniques. Each attribute will be classified into 

certain groups so that the most dominant attribute involvement can be identified to get the weight that will 

determine in the calculation of CHDI score. The calculation is done using R programming. 

 

 

3. RESULTS AND ANALYSIS  

The results of the classification using the random forest technique are displayed in graphical form as 

shown in Figure 2. The A43 attribute gets the highest value on the variable importance, which means that the 

A43 attribute is very influential in determining the classification and measurement of accuracy of the random 

forest method in the comparison of train data and test data 75:25. Then it’s followed by attributes A41, A4 

and others. Figure 2 illustrates the grouping of 57 attributes so that the weight value for each attribute can be 

determined with the following conditions: 

-  X < 0,1   : weight 1 

-  0,1 ≤ X < 0,2 : weight 2 

-  0,2 ≤ X < 0,3 : weight 3 

-  0,3 ≤ X < 0,4 : weight 4 

-  X ≥ 0,4  : weight 5 
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The 57 indicators are weighted according to the predetermined categories as shown in the example 

of Table 2. Attribute or indicator of the number of live births having a random forest value of 0.4553, which 

means that it has a weight of 5. This weight will be used as one component of the CHDI formula. 

 

 

 
 

Figure 2. Graphs of classification results with random forest 

 

 

The formulation of CHDI refers to the calculation of the 2013 PHDI Model as follows [1]: 

1) Calculate the weight proportion of each indicator in one group : 

 

𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑜𝑓 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑤𝑒𝑖𝑔ℎ𝑡 =
𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑤𝑒𝑖𝑔ℎ𝑡𝑠

𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑔𝑟𝑜𝑢𝑝
 (1) 

 

2) Calculate the index of each group of indicators by adding up the results of the multiplication of the 

indicator index values by the proportion of weights in one group : 

 
𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑔𝑟𝑜𝑢𝑝 𝑖𝑛𝑑𝑒𝑥 = (𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝐼𝑛𝑑𝑒𝑥 𝑉𝑎𝑙𝑢𝑒 (1) ∗  𝑊𝑒𝑖𝑔ℎ𝑡 𝑃𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 (1)) + 

(𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝐼𝑛𝑑𝑒𝑥 𝑉𝑎𝑙𝑢𝑒 (2) ∗  𝑊𝑒𝑖𝑔ℎ𝑡 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 (2))  +  …  (2) 

+(𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝐼𝑛𝑑𝑒𝑥 𝑉𝑎𝑙𝑢𝑒 (𝑛)  ∗  𝑊𝑒𝑖𝑔ℎ𝑡 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 (𝑛) 

 

3) After obtaining six index values for the indicator group, then proceed with calculating CHDI: 

 

𝐶𝐻𝐷𝐼 =
 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑔𝑟𝑜𝑢𝑝 𝑖𝑛𝑑𝑒𝑥(1)+⋯+𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑔𝑟𝑜𝑢𝑝 𝑖𝑛𝑑𝑒𝑥 (𝑛)

𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑔𝑟𝑜𝑢𝑝𝑠/𝑛
 (3) 

 

A simulation of the CHDI calculation with 5 indicators illustrated in Table 3. The results of the 

CHDI measurement for provinces of DKI Jakarta, DI. Yogyakarta, Sulawesi Tengah, and Bali are shown in 

Table 4. The CHDI score was successfully calculated but the comparison between CHDI and PHDI is still 

quite large. 

 
 

Table 3. Simulation of CHDI measurement 

No Variabels Indicators Values Weight 
Proportion of 

Indicator Weight 
(c)*(e) 

Indicator 

Group Index 

CHDI 

Score 

(a)  (b) (c) (d) (e) (f) (g) (h) 

 
 1. Death Rate 

    
0,05386 0,74878 

1 A1 Number of Live Births 0,209650 5 0,25000 0,052412 
  

2 
A2 Number of Neonatal 

deaths 
0,001674 4 0,20000 0,000335 

  

3 A3 Number of Dead Babies 0,002092 3 0,15000 0,000314 
  

4 A4 Number of Dead Toddler 0,002929 5 0,25000 0,000732 
  

5 A5 Number of maternal 

deaths 

0,000418 3 0,15000 0,000063 

  



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 23, No. 1, July 2021: 362 - 369 

368 

Table 4. Simulation for Provinces of DKI Jakarta, DI. Yogyakarta, Sulawesi Tengah, and Bali 
NO PROVINCE CITY/DISTRICT PHDI SCORE CHDI SCORE 

1 DKI JAKARTA Jakarta Pusat 0,5959 0,49039 

2 DKI JAKARTA Jakarta Utara 0,5994 0,51373 

3 DKI JAKARTA Jakarta Barat 0,6356 0,17723 

4 DKI JAKARTA Jakarta Selatan 0,6146 0,40701 

5 DKI JAKARTA Jakarta Timur 0,5887 0,33689 

6 DKI JAKARTA Kep. Seribu 0,5711 0,49039 

7 D.I. YOGYAKARTA Kulon Progo 0,5664 0,49039 

8 D.I. YOGYAKARTA Bantul 0,5772 0,51373 

9 D.I. YOGYAKARTA Gunung Kidul 0,5569 0,17723 

10 D.I. YOGYAKARTA Sleman 0,5805 0,40701 

11 D.I. YOGYAKARTA Kota Yogyakarta 0,5578 0,33689 

12 SULAWESI TENGAH Banggai Kepulauan 0,4408 0,27347 

13 SULAWESI TENGAH Banggai 0,5066 0,28354 

14 SULAWESI TENGAH Morowali 0,5216 0,25877 

15 SULAWESI TENGAH Poso 0,5317 0,31878 

16 SULAWESI TENGAH Donggala 0,4644 0,25604 

17 SULAWESI TENGAH Toli-Toli 0,4255 0,34186 

18 SULAWESI TENGAH Buol 0,5336 0,22629 

19 SULAWESI TENGAH Parigi Moutong 0,4359 0,23566 

20 SULAWESI TENGAH Tojo Una Una 0,3862 0,25579 

21 SULAWESI TENGAH Sigi 0,4936 0,12273 

22 SULAWESI TENGAH Banggai Laut 0 0,19379 

23 SULAWESI TENGAH Morowali Utara 0 0,25489 

24 SULAWESI TENGAH Kota Palu 0,6091 0,47766 

25 BALI Jembrana 0,6081 0,47619 

26 BALI Tabanan 0,6826 0,40554 

27 BALI Badung 0,6546 0,19052 

28 BALI Gianyar 0,7352 0,41922 

29 BALI Klungkung 0,6203 0,49998 

30 BALI Bangli 0,5776 0,44201 

31 BALI Karang Asem 0,5823 0,38532 

32 BALI Buleleng 0,6191 0,40596 

33 BALI Kota Denpasar 0,6992 0,36725 

 

 

According to Table 4, the cities with the biggest difference of PHDI and CHDI scores occur in the 

city of Badung and Jakarta Barat. This means that the condition of these cities during 2013 to 2017 had 

changed significantly. The government should pay more attentions to these cities. In other side, the cities 

with the smallest difference of PHDI and CHDI scores are Bantul, Kulon Progo, and Toli-Toli. This means 

that there is no significant progress in the development of city health growth in these cities.  

The city with the lowest PHDI score is the city of Tojo Una Una with PHDI score of 0.3862, and its 

CHDI score is 0.25579. The city with the lowest CHDI score is the city of Sigi with CHDI score of 1.2273, 

and its PHDI score is 0.4936. These two cities are in the same province, Sulawesi Tengah. The city with the 

highest PHDI is the city of Gianyar with PHDI score of 0.7352, and its CHDI score is 0.41922. The city with 

the highest CHDI score is Jakarta Utara and Bantul with their score of 0.51373, where their PHDI scores are 

0.5994 and 0.5772, respectively. These figures confirm that our proposed CHDI model, which can be 

produced once a year, can be used as the index of the city health condition beside PHDI, which is built once 

within five years. This CHDI index would be very beneficial for the city health office to be used as the 

baseline for their annual planning programs in developing the city health. 

 

 

4. CONCLUSION 

Every year, the city health office should create a city health program planning for developing the 

city health. At present, they are still depending upon the PHDI index that are delivered once within five years 

as their baseline figures. This study assists the city health office by creating a new model, city health 

development index (CHDI) that can produce a city health index once in a year. The CHDI formulation was 

successfully formulated by adopting the 2013 PHDI Model and using indicators from city health profile 

produced annually by each city. The CHDI indicators are obtained by identifying some significant influential 

indicators as the attributes used to build the index. This identification process or feature selection is carried 

out by using data mining technique, i.e., random forest algorithm. The CHDI formula has been examined and 

analysed by comparing the scores with that of PHDI scores. The result shows that the different between 

PHDI and CHDI is not significantly big, in terms of the scores and the cities that are measured. This means 

that CHDI formula can be used by city health office in creating annual program planning of their city health. 
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For future research, the CHDI model can be adopted to measure some specific aspects of city health 

condition, such as the reproductive health, city health services, public health behavior, infectious diseases, or 

environmental. 
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