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Abstract 
Tax plays a significant role in China's rapid economic growth. Therefore it is of particular 

importance to improve the predictability and accuracy of the tax plan. The tax data is characterized by 
being so highly nonlinear and coupling that it is difficult to be represented by using an analytical 
mathematical model in an accurate way.In this paper, a new optimization algorithm based on support 
vector machine and genetic algorithm for RBF neural network is presented. First the genetic algorithm is 
used to select the parameters automatically of support vector machine, and then support vector machine is 
used to help constructing the RBF neural network. The network on basis of this algorithm can be applied to 
nonlinear system identification like tax revenue forecasting. Case study on Chinese tax revenue during the 
last 30 years demonstrates that the network based on this algorithm is much more accurate than other 
prediction methods. 
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1. Introduction  
Since the implementation of Reform and Opening Policy, China has achieved high 

economic growth and historic progress in taxation. Tax revenue has become a major source of 
government's revenue. With the further economic development and the continual improvement 
on the market mechanism, the tax policy will play an increasingly important role in the 
development of the market economy in China. On the one hand, the policy not only affects 
citizen's disposal income and consuming behavior, but also has an influence on the enterprise's 
financial burden and development potential. On the other hand, the state budget formulation, 
the implementation of macro-control and the expenditure of infrastructure construction are all 
depended on the total amount of tax revenue. Furthermore, it is the premise and only way, 
which makes the tax plan head for much more scientific and rational orientation, to construct a 
stable and accurate tax forecasting model.Therefore, in order to provide reliable information for 
tax planning and the decision of budget and economy, the tax authorities at all levels should 
strengthen the analysis of tax forecasting and set up a set of prediction system, which ,of 
course, needs to go hand in hand with the improvement on quality and efficiency of tax 
collection and management.  

From different perspectives, scholars at home and abroad have conducted research on 
tax revenue forecasts and put forward quite a few forecasting methods. Although these methods 
have played an important guiding role in practical work, there are still some deficiencies. 
G.Duncan and other researchers have developed Bayesian forecasting model. The result 
shows that Bayesian forecasting model is superior to the single-variable multi-state Kalman filter 
method. Besides, the relative accuracy increases with the reduction of the length of the 
historical time series [1]; This support vector machine based on principal component analysis 
can eliminate the redundant information of each index and reduce the input dimensions of 
support vector machine, but it will lose some valuable information when making spatial 
reconstruction on supporting vector machine indicators data [2]. The Error Correction 
Model,which is based on the co-integration theory, contain only GDP and tax revenue, without 
considering other explanatory variables. In that case, it will influence the interpretation quality of 
the model [3-4]. The time series methods also have limitations. For example, the ARIMA model 
can not reflect the relationships between tax and economic elements. In addition, the 
description of simple time series methods on external factors is not clear enough [5-8]. The 
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relationship between China's tax and economics changes a lot. Moreover, the continuing reform 
in tax rules leads to the changing of the tax statistic caliber. For this reason, the parameter or 
structure of the grey prediction model is no longer applicable [9-10]. Neural network prediction 
method requires a large number of samples, and the convergence speed of learning process is 
slow. There are some other defects, such as over-fitting, less strong capability of the model 
generalization and so on. The neural network training and learning are based on the causal 
relationship between dependent variables and independent variables which is implied in the 
samples. What's more, this learning cannot reflect the change of external factors and its effects 
on the prediction. When the environment of prediction objects changes, the prediction accuracy 
will be greatly reduced [11]. Rough Set Theory is a kind of more valid method to deal with the 
complicated systems. It can seek for the relationship between tax revenue and influencing 
factors by removing the redundancy information from  the data directly. However, the 
consistency of sample classification and data characterization are closely related to the 
calculating speed of the method and the prediction accuracy, whether the method can 
guarantee higher predictive accuracy is great deal of  uncertainty [12]. 

On the basis of the literatures above, considering the basic characteristics of China’s 
economic operation, a new optimization algorithm based on support vector machine and genetic 
algorithm for RBF neural network is presented. In which genetic algorithm is chosen to select 
the parameters automatically for support vector machine. and then the support vector machine 
is used to help construct RBF neural network. According to which, a forecasting model of tax 
revenue is set up. This algorithm can avoid not only the shortcomings of traditional algorithm 
which is easy to get local minimal value, but also a large number of experiments or experiences 
which are needed to pre-specify network structure. In the last part of this paper, these 
algorithms like ARMA , G M , L S S V R  are compared to verify the rationality and effectiveness of 
the method. The results show that the forecasting model based on this method can obtain better 
performance in tax forecasting than the other models. So it can be used as a new approach for 
tax forecasting.  
 
 
2. Research Method 
2.1. SVM Providing the Oretical Foudation for Structure and Parameters of RBF 

RBF network, which is a three-layered feed forward network, maps directly input vector 
onto the hidden layer space by using radial basis function. The output of the network is the 
linear weighted sum of hidden unit’s output. 

The mapping of RBF network from input columns to output columns is nonlinear, while 
the output of the network is linear in terms of the weights, and the output of the thk  hidden unit is 
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In accordance with Mercer Conditions, kernel function is used to map the sample in the 

original space to a vector in high-dimensional feature space. The application of Gaussian kernel 
function used here is as follows. 
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The number of the hidden units of SVM is the number of Support Vector, 
g represents the number of support vector. 

iW  is the thi th weights between the hidden units and 

the outputs.
iZ  denotes Support Vector. b  is the bias. SVM is the linear combination of the 

hidden units, then 
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The principles of RBF network and SVM construct RBF kernel space are different, 

however, they are comparable, there is a one-to-one correspondence among network 
parameters, and the output of the network are the linear weighted sum of hidden layer nodes’ 
output. 

 
2.2. GA Providing SVM Models Parameters 

The genetic algorithm is a kind of stochastic optimization method, which can simulate 
natural selection and genetic variation in the process of biological evolution. It has a strong 
capability of global search, and this ability is not dependent on a specific solution model. This 
algorithm can provide an effective way to solve the selection of support vector machine model 
parameters. This algorithm is applied to optimize support vector machine model parameters, 
including the parameter  , penalty factor C  and insensitive loss function  , and the basic steps 
of this algorithm are as follows: 

Step 1: Select the initial population of every individual randomly; 
Step 2: Evaluate the fitness function value of each individual; 
Step 3: Choose a new generation of population from the prior generation by using the 

method based on selection operator; 
Step 4: Take the evaluation, selection, crossover and mutation operation on the new 

population after the crossover operation and mutation operation are used on the current 
population, and continue. 

Step 5: If the fitness function value of optimal individual is large enough or the algorithm 
has run sequentially a lot of generations, and the optimal fitness value of the individual can’t be 
improved perceptibly, then we obtain insensitive loss function  , penalty factorC , and the 
optimal value of kernel function parameter , and we can also get the optimal classifier by using 
the training data sets. 

The genetic algorithm optimizes the fitness fuction directly, and the selection of SVM 
model is to optimize minimized generalization performance indicators. Therefore, it is necessary 
to transform the minimized generalization index to the maximum fitness function. 
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Where 2 2

T R l  is the testing error bound, 1 w   is the interval value, l is the number 

of the samples. 
After determining the fitness function, we can follow the above steps of the genetic 

algorithm to search more optimal model parameters for support vector regression machine, and 
then a support vector regression machine is obtained from the study of training samples. 
 
2.3. SVM Providing Network Structure and Parameters for RBF 

The learning of Support vector regression machine process is a quadratic 
programming problem with linear restrictions, and the regression machine that has been trained 
well could be used to determine the structure and parameters of the RBF network. In 
consideration of the linear regression situation, we give the following samples 
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We solve the parameters by using Lagrange function and get the maximum function 
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We solve this quadratic optimization problem to get *,i j  , then *
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Thus, the regression function is 
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Considering it is a non-linear regression, we use Gaussian function as the kernel 

function ( , )K x y , then the regression function will be  
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Assuming that the number of support vectors obtained from SVM training is g ( g n ) , 

support vectors are , 1, . . . ,iv i g , the offset coefficient is b . The weight values are 

* , 1 , . . . ,i i iw i g    , we can construct the RBF neural network by using these parameters, 

where Gaussian function is used as the kernel function, the number of input nodes is  the 
dimensions of input matrices, the number of hidden units is g , the number of output node is 1, 

which is the same as the SVM. The radial basis function centers are , 1, . . . ,iv i g , the offset 

coefficient is b ,the weight values are * , 1 , . . . ,i i iw i g    . Since SVM training is to solve the 

quadratic optimization problem and it is characterized by being highly learning efficient, global 
optimized, RBF network constructed based on SVM can have better performance. The flow 
chart of the proposed method is clearly shown in Figure 1. 
 
 
3. Results and Analysis 
3.1. Selection of Trained Sample Data and Index 

In this paper, we select the relevant economic data from 1980 to 2011. The data from 
1980 to 2008 is used as training samples, and the rest is used as test samples. The data of tax 
revenue is set as characteristic sequences X0, and then we select the following 7 indexes as 
relevant factors sequence to make an analysis according to the size of the influencing factors, 
the comparability of information and the requirements of prediction model.  
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Figure 1. Proposed method's flow chart 

 
 
Among these indexes, one of them is the three industries index, which have a direct impact on 
the level of tax revenue, such as the value-added of the first industry (X1), the value-added of 
the secondary industry (X2), and the value-added of the tertiary industry (X3). And there are 
indexes which can show the size of tax revenue directly or indirectly, including fixed asset 
investment across the country (X4) and total volume of foreign trade (X5). And some can show 
the people's living standards, and have a direct impact on the status of the total tax revenue 
growth, like total retail sales of social consumption goods (X6). And there is an index which can 
reflect the relationship between revenue growth and economic development, namely the rural 
and urban residents' deposit balance (X7). 
 
3.2. Identification Results 

The input layer node number and the output layer node number are 7 and 1, so we 
set the number of hidden units in RBF network is 6. The Gaussian function center vector are the 
support vectors, the width of Gaussian function is the same with the regression machine. 
According to * , 1 , . . . ,i i iw i g     , we know the corresponding weights w = [-0.0093 0.0582 

0.1209 0.2860 0.9892 11.1850]. Through standardization of data processing, the identification 
results are shown in Figure 2. 
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Figure 2. Identification results 
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3.3. Error Comparison Analysis 
The validity of the forecasting method can be evaluated by using the following two 

error indicators. 
(1) Mean absolute percentage error 
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(2) Mean square prediction error 
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Where in 

tX  is the actual value of X  at the time of t , ˆ tx shall be it’s prediction value. 

Comparison of the predicted results is shown in Figure 3,and table 1 shows comparison of the 
forecasting errors according to the above two indicators. 
 
 

 
 

   Figure 3. Comparison of the predicted results 
 
 

Table 1. Comparison of the forecasting errors 
The evaluation standards of forecasting 

performance 
MAPE  MSPE  

The algorithm in this paper 0.0122 0.0080 

GM model 0.0557 0.0338 

LS SVR  model 0.0548 0.0332 

ARMA  model 0.0767 0.0473 

 
 

The results shown in Figure 3 and table 1 demonstrate that the two error index of this 
prediction method are lower than other single forecasting models, and  it indicates that the 
prediction method proposed in this paper can effectively improve the prediction accuracy. 

 
 

4. Conclusion 
Accurate tax revenue forecasting becomes a most important management goal. 

However, tax revenue, in the socio-economic system, is subject to quite a few uncertain 
qualitative and quantitative factors, it often presents nonlinear data patterns. And for exactly that 
reason, it is difficult to be represented by using an analytical mathematical model in an accurate 
way. Therefore, a rigid forecasting approach with strong general nonlinear mapping capabilities 
is essential. 
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The algorithm proposed in this paper first use genetic algorithm to optimize the model 
parameters of support vector regression machine, and then this regression machine supplies 
RBF neural network with a superior structure and parameters. A forecasting model of tax 
revenue in accordance with RBF neural network is put forward, aiming at the problem of tax 
revenue forecast. Compared with the traditional method of tax revenue forecast, it avoids the 
disadvantage of traditional algorithms which are often trapped to local minimathis, what’s more, 
this method effectively improves generalization and don’t need a large number of experiments 
or empirical experiences to pre-specify network structure. According to case study,the method 
has higher precision,good generalization ability and classification ability. 
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