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 Internet of vehicles (IoV) is an emerging area that gives support for vehicles 
via internet-assisted communication. IoV with 5G provides ubiquitous 
connectivity due to the participation of more than one radio access network. 
The mobility of vehicles demands to make handover in such heterogeneous 
networks. Usually, the previous works will directly select the network for 
handover or it connects with available radio access. Due to this, the 
occurrence of handover takes place frequently. In this paper, the integration 
of DSRC, LTE, and 5G mmwave on IoV is incorporated with novel 
handover decision making, network selection and routing algorithms. The 

handover decision is to ensure whether there is a need for vertical handover 
by using a dynamic Q-learning algorithm that uses an entropy function for 
threshold prediction as per the current characteristics of the environment. 
Then the network selection is based on fuzzy-convolution neural network 
that creates fuzzy rules from signal strength, distance, vehicle density, data 
type and line of sight. V2V chain routing is proposed to select V2V pairs 
using the jellyfish optimization algorithm that takes into account of the 
channel, vehicle characteristics, and transmission metrics. The proposed 

algorithms are then validated and compared with the existing state-of-the-art 
using OMNeT++ that combines with SUMO which gives real-time map-
based architecture. The results indicate the superiority of the proposed 
algorithms in comparison with the existing state-of-the-art. 
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1. INTRODUCTION  

Internet of vehicles (IoV) is an emerging vehicle communication via internet access. IoV is 

developed by integrating the intelligent transportation system (ITS) and the internet of things (IoT). IoV 

integrates with heterogeneous network 5G that composes different radio access networks [1]-[4]. In general, 

IoV vehicles employs IEEE 802.11p for processing which is reliable for periodic data transmission but still it 
is insufficient to serve spectrum usages. Also, the DSRC is not capable for long distance communication and 

large size data transmission. Due to this reason IoV joins 5G Millimeter-wave (mmWave) that provides high 

data rate for transmissions. The common issue with mmWave is blockage, because of its inability to 

penetrate through objects [5], [6]. The integration of IoV-5G gives ultra-high speed transmission and 
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ubiquitous connectivity for vehicles. On the other hand, the LTE is able to support long distance 

communication. Therefore, each access network has a set of benefits as well as limitations. The combination 

of radio access network (RAN) in vehicles with multiple terminals which enables to switch between RAN. 

So that, the process of switching from one network to different type of network is termed as vertical 

handover (VHO) [7]-[9]. 5G network consists of macrocell, femtocell and microcell, which has different 

RAN in each cell. The devices in 5G supports mobility management, so they get connected with RAN in the 

cell. In some cases, each cell will have more than one RAN, hence it requires selection of a best network. The 

network selection takes place by using multi criteria decision making algorithms and others [10]-[13]. In IoV, 

the vehicles move at high speed and hence there is frequent change in connectivity as well as topology. Due 

to the change in topology, the data transmission using DSRC depends on routing [14]. The routes are selected 
using Q-learning, sweep algorithm and deep reinforcement learning algorithm [15]-[18]. In [14] the authors 

have proposed a cluster based handoff and proposed dynamic edge-backup node (DEBCK). The drawback in 

this work is the failure of backup mobile edge-node or cluster head will lead to poor handoff or it may not 

allow to perform handoff whenever there is a need. A multi-tier heterogeneous network with the focus of 

network selection is presented [15]. In this work, the vehicles were shortlisted from the estimated direction 

and then the residence time was estimated. Further from the ranking list, the network was selected. 

According to this work, all the handover requested vehicles will perform network selection even if the 

current connectivity is stronger. In [16], the authors have proposed multi-criteria utility-based network 

selection approach. The available network list is gathered and the weight value was computed from the 

metrics and then compute energy efficiency for each network. According to the score value and the user 

demand, the network was selected. For each request this sequential process was performed one after the 
other.  

A two-sided one-to-many matching algorithm was proposed by authors in [16]. Analytical hierarchy 

process (AHP) was used to compute the weight as per the service type. This work results to increase the 

number of handover when the vehicle density increases. An optimal game approach was presented in [17], 

for network selection using probabilistic strategy. The main limitation of using game theory is that it operates 

with assumptions and also the initial threshold was fixed static. 

In [19], ant colony optimization (ACO) algorithm is used with the idea of coloring vehicles. This 

work failed to consider significant parameters of vehicles in computation of the pheromone value which 

decides the route for transmission. In [20], the authors have proposed a cluster based adept cooperative 

algorithm (CACA) that mainly focuses on the QoS metrics. As per this work the process of clustering takes 

place and a cluster head was selected. This work follows to use optimized link state routing (OLSR) protocol 

with the multi point relay (MPR). However, MPR is taken in account, the vehicle will use only one as its 
relay for transmission. A multi-criteria decision making algorithm of AHP was developed to give preference 

for the vehicle traffic and the coalitional game (CG) that was used to identify the relationship between the 

relay vehicles, further relay selection takes place by the heuristic [21]. The main aim of this work was to 

solve ling-of-sight (LoS) problem. The used AHP algorithm subjects with the problem of rationality in 

providing preferences for the traffic of the vehicles. Hence it is not able to give proper scoring value for each 

vehicle that leads to poor selection of relay. A delay-aware grid-based geographic routing (DGGR) was 

presented in [22] that performs road weight evaluation (RWE) scheme and division of grid zones (GZ). The 

RWE scheme considers two main information as traffic and link. The delay was the only metric taken in 

account for selecting a route which is not sufficient. Routing was also performed based on optimization 

algorithm. In [23] a hybrid optimization that combines monarch butterfly and grey wolf optimization for 

route selection. The traditional issue in grey wolf optimization was not able to perform well and hence the 
accuracy was low. Fuzzy logic was also used for selection routes by estimating link quality and achievable 

throughput [23]. This work fails to tolerate mobility issues in vehicular communication. On behalf of the 

major limitations in the previous works, the proposed work overcomes the critical issues in routing as well as 

in handover and network selection.  

 

 

2. THE PROBLEM 

In this section, the problem in handover, network selection and routing is illustrated from prior 

research work. In [24], the author uses DSRC for V2V and mmWave for V2I communication. For DSRC 

communication its uses reinforcement learning algorithm i.e. Q-learning which transfer high priority and 

time aware V2V communication. Then TOPSIS, k-nearest neighbor (K-NN) and AHP was used for handoff 

decision using bandwidth, network cost, preferences, connectivity probability and signal to noise ratio (SNR) 
[25], [26]. TOPSIS algorithm follows the distance principle which leads to abnormality in ranking results. 

Also this algorithm is subjected to rank reversal problem which either includes or eliminates the order of 

preferences. On behalf of this problem, it performs poor to make vertical handover decisions. As per the 
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ranking result, the handover is performed by the vehicle. But the need for handover is not evaluated. In 

contrast, if all the vehicles require handover, then the TOPSIS has to be performed individual for each 

vehicle since the parameters differs for each vehicle. The process of routing was performed using Dijkstra 

algorithm and random relay selection for data forwarding [26], [27]. Quality of service (QoS) parameters 

were estimated to select a route. The vehicles move dynamic and so the topology is managed by the graphs 

construction. The major problem stated in routing is illustrated as,  

a) The parameters for graph is completely based on the past transmission of the vehicle, while the 

transmission of the vehicle depends on the channel metrics. The graph using these metrics is not able to 
predict the strength of a vehicle with its neighboring vehicle. Due to this, it causes frequent handover.  

b) The maintenance of graph in heterogeneous network is complex, since the devices are not same at 

mobility, hence it requires larger resource and dynamic processing to manage the graph.  

c) The random selection of access network with individual parameter leads to poor selection of network. 

Since the main constrains of QoS in this work is bandwidth or delay, i.e. it considers any one from this 

and hence the network selection is poor. Therefore, it minimizes QoS in the network.  

The above defined problems is solved in this proposed work by novel handover decision, network 

selection and routing. The preference algorithm in the solutions enables to improve the performance of this 

proposed work. 

 

 

3. PROPOSED SOLUTION 

3.1.   Outline of the research contributions 

This section is categorized into four sub-sections to describe the environment and expand each 

algorithm in this proposed research work.  

The main contribution of this paper is summarized as follows,  

a) To mitigate the number of handover, first the decision to make handover is determined by applying 

Shannon entropy based Q-learning algorithm. This decision depends on the environment and the 

metrics are vehicle speed and signal strength.  

b) The network selection using Fuzzy Convolution Neural Network in which we consider multiple metrics 

as distance, data type, line of sight and signal strength. In order to make this network selection process 

faster, we take in account of convolution neural network.  

c) V2V chain routing is proposed using jellyfish optimization algorithm that computes channel metric, 
vehicle metrics and vehicle performance metrics. An optimal route is selected from the available routes 

and perform transmission.  

 

3.2.   System model 

The proposed IoV integrated 5G network is designed with vehicles as shown in Figure 1. The road 

lane has ‘n’ number of moving vehicle in their own direction on the road. This environment composes of 5G 

base station with the use of mmWave, LTE base station, road side unit (RSU) and vehicles. 

 

 

 
 

Figure 1. Proposed system model 
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3.3.   Handover decision  
Handover Decision is made by Dynamic Q-learning. The two main parameters that are taken in 

account are vehicle speed and signal strength. Both the parameters are defined to be changing dynamic, since 

the vehicle speed depends on the traffic density and the signal strength differs for each RAN that are in 

access. However, the vehicle speed will increase and decrease within a speed limit as per the vehicle ability. 

Whereas the signal strength of the RAN depends on its availability and hence the signal strength value if set 

dynamic according to the range. For instance in range 𝑅1 the mmWave coverage could be better than LTE, 

while in range  𝑅2 the LTE will be better when compared with mmWave. Due to this, we set the threshold for 
signal strength in dynamic using Shannon entropy as (1).  

 

𝑆(𝑠𝑠) = 𝐸[−log⁡(𝑃(𝑠𝑠))] (1) 

 

The Shannon entropy for signal strength is defined as 𝑆(𝑠𝑠), that composes of 𝑠𝑠 values for DSRC, 

mmWave and LTE that ranges between(−30𝑑𝐵𝑚⁡𝑡𝑜 − 70𝑑𝐵𝑚). In equation 𝑃(𝑠𝑠) denotes the probability 

of the signal strength which is present strong. The location of the vehicle will give the BSs that are in its 

coverage, then this threshold is set. The parameters signal strength and vehicle speed are the states that are 

taken in account to take an action for handover. Let 𝑄(𝑆, 𝐴) represent state 𝑆 and action 𝐴 based on the Q-

values. Each state 𝑆 will have two parameters and this 𝑄(𝑆, 𝐴) is determined and updated in the rule. The 
temporal difference update rule is as follows, 

 

𝑄(𝑆, 𝐴) + 𝛼(𝑅 + 𝛾𝑄(𝑆′ , 𝐴′) − 𝑄(𝑆, 𝐴)) → 𝑄(𝑆, 𝐴) (2) 

 

The term 𝑄(𝑆′ , 𝐴′) defines next state and action 𝑅 is the reward given by the agent, 𝛾 is the discount 

factor that is [0 − 1], then 𝛼 is the learning rate [0 − 1] i.e.it denotes the step length to estimate the (𝑆, 𝐴). 

The action is taken using 𝜖 −greedy policy, the 𝜖 represents epsilon. The pseudo code for dynamic Q-

learning is here, that explains about processing of this algorithm to make decision for handover. In 𝜖 −greedy 

policy, when the probability is (1 − 𝜖), then the action will be taken as per the value in the Q-table. If the 

handover request is agreed and the action is yes, then it will select a network. Workflow of dynamic q-

learning as shown in Figure 2.  

 

 
 

Pseudo Code 1: Dynamic Q-Learning  

Input – States (𝑆), 𝑄 − 𝑡𝑎𝑏𝑙𝑒 

Output – Action (𝐴) 
1. begin 

2. 𝑉1(𝑅𝑒𝑞) → 𝐻𝑂          //Vehicle 1 requests for 

handover 
3. initialize Q-table 
4. initialize 𝑄(𝑆, 𝐴) 
5. for each 𝑆 → 𝑠𝑠, 𝑠𝑝𝑒𝑒𝑑 // Vehicle 1 parameter 

6. compute 𝑠𝑠 threshold using equ (1) 

7. for (each step) 
      apply 𝜖 −greedy policy 

      obtain Q-value from Q-table  
      perform action 𝐴 → 𝑉1    // Action taken by 

vehicle 1 
      compute 𝑅 and next state 𝑆′ 
8. update Q-table using equ (2) 
9. update 𝑆′ → 𝑆 

10. end 
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Figure 2. Workflow of dynamic q-learning 

 

 

A. Network Selection: F-CNN algorithm is applied for network selection. The CNN is designed with the 

layers of convolution, max-pooling and fully connected layers as shown in Figure 3. The layers are 
employed with fuzzy rules that are defined from the metrics signal strength, distance between BS and 

vehicle, vehicle density in serving BS, data type (safety or non-safety) and line of sight (LoS) as shown 

in Table 1. Hereby, we follow this logic into CNN by considering network metrics and selects network 

for each vehicle. The CNN is able to process multiple data at a time, so a set of vehicles that needs 

handover is taken in account as input.  
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Table 1. Fuzzy rules 
 

Rule 

number 

Input Output 

𝑆𝑟 Distance 𝑉𝐷  Data 

type 

LoS 

R1 H H H H H H 

R2 H H H H L H 

R3 H H H L H M 

R4 H H H L L M 

R5 H H L H H H 

R6 H H L H L M 

R7 H H L L H L 

R8 H H L L L M 

R9 H L H H H H 

R10 H L H H L L 

R11 H L H L H L 

R12 H L H L L L 

R13 H L L H H H 

R14 H L L H L M 

R15 H L L L H L 

R16 H L L L L M 

R17 L H H H H H 

R18 L H H H L L 

R19 L H H L H H 

R20 L H H L L M 

R21 L H L H H H 

R22 L H L H L H 

R23 L H L L H L 

R24 L H L L L L 

R25 L L H H H H 

R26 L L H H L M 

R27 L L H L H L 

R28 L L H L L L 

R29 L L L H H M 

R30 L L L H L M 

R31 L L L L H L 

R32 L L L L L L 

 
Pseudo Code 1: Fuzzy-CNN  

Input – Vehicle 𝑅𝑒𝑞 

Output – Network Selection (𝑁𝑆) 

1. begin 

2. 𝑉(𝑅𝑒𝑞) → 𝑁𝑆        //vehicle requests for selecting network 

3.for each (𝑉 → 𝑆𝑁𝑅,𝐷, 𝐷𝑒𝑛𝑠𝑖𝑡𝑦, 𝐷𝑇, 𝐿𝑜𝑆) // convolution layer 1 

4. compute 𝑆𝑁𝑅,𝐷 using equ (3) and equ (4)     

5. determine the density, LoS with target network 

6. for (each 𝑉) do 

      apply Fuzzy Rule           // convolution layer 2 

7. if (𝑉 = 𝑅1) 

       { 

      select network (𝐻) or (𝑀) or (𝐿) 
      else 

      go to next rule  

            } 

       end if 

8. repeat step 7 until rule is satisfied  

9. sum-up fuzzy values for each 𝑉 //max-pooling layer 

9. fuzzy set → crisp output    // fully connected layer 

10. return 𝑁𝑆                 // output layer 

11. end 
 

 

 

The fuzzy logic operations are built into CNN as shown in Figure 3.  The output high (H), medium 

(M) and low (L), denotes as follows,  

 
 

(𝐻,𝑀, 𝐿) → (𝑚𝑚𝑊𝑎𝑣𝑒, 𝐿𝑇𝐸, 𝐷𝑆𝑅𝐶) 
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Figure 3. Fuzzy-convolutional neural network 
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A pseudo code above is illustrated based on the work flow of this fuzzy-CNN algorithm.  

B. Routing: V2V chain routing is the process handled perform routing by selecting V2V pairs from the 

source vehicle to the destination vehicle. For this communication the vehicles uses DSRC signals. The 

connection of V2V pairs will form a chain and so we give this as V2V chain routing. The V2V pairs are 

selected using jellyfish optimization algorithm. In this optimization algorithm the objective function is 

defined using the consideration of three sets of metrics as channel metrics (SNR (𝑠𝑟), link quality (𝑙𝑞)), 

vehicle metrics (Speed (𝑠𝑝), relative direction (𝑅𝑑)) and vehicle performance metrics (Delay (𝐷𝑙), 

throughput (𝑇𝑝)). 

When a vehicle needs to forward any road traffic information, safety message it uses DSRC which is efficient 

to perform at short distance with low latency. Jellyfish algorithm is based on the behavior of jellyfish on 

ocean in search of their food. The jellyfish movement is either active or passive that is based on the ocean 
current or swarm. In order to switch between these two movements, a time control mechanism is used in this 

algorithm. The time control 𝑐(𝑡) is formulated from iteration and the random values as depicted in the 

following.  

 

𝑐(𝑡) = |(1 −
𝑡

𝑀𝑎𝑥𝑖𝑡𝑒
) × (2 ∗ 𝑟𝑎𝑛𝑑(0,1) − 1)| (6) 

 

When,   𝑟𝑎𝑛𝑑(0,1) > (1 − 𝑐(𝑡)), then passive motion 
 

𝑟𝑎𝑛𝑑(0,1) < (1 − 𝑐(𝑡)), then active motion (7) 

 

In IoV, the vehicles move faster at less traffic area i.e. in highway cases and move slower in high 

traffic area i.e. urban cases. Here the jellyfish is the vehicles and the ocean is the roadlane where the vehicle 

move in different speed.  

The ocean current direction represented as 𝑂𝐶⃗⃗⃗⃗  ⃗⁡and it is mathematically given as below,  
Let, 

 

𝑂𝐶⃗⃗⃗⃗  ⃗ =
1

𝑉𝑝
 

 

= 𝑋∗ − 𝑒𝑐𝜇 (8) 
 

Then, 
 

𝑂𝐶⃗⃗⃗⃗  ⃗ = 𝑋∗ − 𝑑𝑓𝑓 (9) 

 
The terms 𝑉𝑝 population of jellyfish in ocean, i.e. population of vehicle as per this work. 𝑋∗ denotes 

the best location, 𝜇 is the mean location and 𝑒𝑐 is the attraction factor, here the attraction of on destination. 

Then the objective function is defined to select a best route. This function 𝑂𝐹 is formulated,  

 

𝑂𝐹(𝑀𝑠) = ∑(𝑠𝑟 , 𝑙𝑞) (𝑠𝑝, 𝑅𝑑)(𝐷𝑙 , 𝑇𝑝) (10) 

 

In this work a set of parameters are taken in account that is represented as 𝑀𝑠. The metrics delay 

and speed should be minimum, whereas all the other parameters can be maximum value, the vehicles that 

satisfy this 𝑂𝐹 has higher priority to select the route. Here the 𝑂𝐹 is applied for the complete route, since this 

work selects an optimal route from the available routes. The metrics are estimated from the channel,  

 

𝑙𝑞 =
1

𝑃𝑓×𝑃𝑟
 (11) 

 

𝑅𝑑 = 2𝑟 sin√𝑠𝑖𝑛2 (
∆𝑙𝑎

2
) + cos(𝑙𝑎𝑣) ∗ cos(𝑙𝑎𝑛𝑝𝑖

) ∗ 𝑠𝑖𝑛2 (
∆𝑙𝑛

2
) (12) 

 

𝐷𝑙 =
𝑃𝐿

𝑏
 (13) 

 

The criteria 𝑃𝑓, 𝑃𝑟 denotes the number of forwarded packet and the received packet in the same link 

between two vehicles, then (𝑙𝑎, 𝑙𝑛) represents the (latitude, longitude), so the vehicle location is (𝑙𝑎𝑣 , 𝑙𝑛𝑣) 
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and the next hop location is (𝑙𝑎𝑛𝑝 , 𝑙𝑛𝑛𝑝) and r is the radius i.e. coverage of the vehicle. The estimation of 

delay is computed from 𝑃𝐿 , 𝑏 that are packet length and bit rate i.e. transmission speed in bits per second. As 

per the defined objective function, the optimal route is selected using this jellyfish optimization algorithm. 

The vehicles use DSRC to perform communication over the selected route. The performance of the proposed 
HO, network selection and routing is evaluated in next section.  

 

 

4. RESULT AND DISCUSSIONS 

This section is categorized into three sub-sections as simulation setup, comparative analysis and 

result discussion.  

 

4.1.   Simulation setup 

This proposed work is simulated using network simulator, since vehicles are connected in network 

[28]. The Objective Modular Network Testbed in C++ (OMNeT++) that combines with SUMO which gives 

real time map based architecture. The important simulation specifications of the proposed research are shown 
in Table 2.  

 

 

Table 2. Simulation specifications 
Parameter Range / Value  

Simulation Area 2500m × 2500m 

Number of Vehicles 100 

Number of 5G mmWave BSs 2 

Number of 4G LTE BSs 2 

Vehicle mobility type Linear mobility 

Vehicle Speed 10 to 40 m/s 

Transmission 

Range  

DSRC 300 m (Max) 

mmWave ~ 500 m 

LTE 100 km (Max) 

Transmission rate 3 - 5 packets per second 

Packet size 512 bytes 

Simulation time 1000 seconds 

 

 

4.2.   Comparative analysis  

This proposed work is compared with previous research work [23] in which handover network 

selection decision was based on TOPSIS algorithm. The parameters that are evaluated in this work are 

handover success probability, handover failure, unnecessary handover, throughput, delay and packet loss. 

Handover success probability and Handover failure is significant in validating the performance of a handover 
method. The increase in handover success probability denotes the better performance of the proposed 

algorithm. In previous work, TOPSIS was used for the selection of network that fails to perform proper 

ranking. The Figure 4 and 5 illustrates the success probability and failure respectively. This results shows that 

the decision by dynamic Q-learning and F-CNN have better selection in handover. The success probability of 

proposed work increases as per the increase in HO requests and hence this network selection is suitable for 

large scale environment. On the other hand, the increase in success probability leads to reduce the number of 

HO failure counts. According to the increase in vehicle speed, the handover failure occurs. As per the 

increase in the number of handover requests, the network performs to validate the need for HO and selection 

of a network. The poor performance of TOPSIS results with increase in number of unnecessary HO as shown 

in Figure 6. 

 
 

 
 

Figure 4. Comparison of HO success probability 

 
 

Figure 5. Comparison of HO failure 
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Figure 6. Comparison of unnecessary HO 

 

 

Throughput and delay evaluates the network performance with respect to the capability of the 

defined algorithm for data transmission. The graphical plots for throughput and delay is depicted in Figure 7 

and 8 that compares proposed with existing wok. On average, the throughput difference of about 20Mbps, for 

upto 100 number of vehicles. In proposed, increase in the result of throughput is due to the optimal selection 

of route using jellyfish algorithm that considers vehicle metrics, channel metrics and performance metrics all 

together in the objective function. The average delay difference is upto 12ms for about 100 vehicles in the 
network. The graph shows minor growth and drop in the delay, so even the further increase in number of 

vehicle will not reflect on delay since the route is optimally selected. 

 

 

 
 

Figure 7. Comparison of throughput 

 
 

Figure 8. Comparison of delay 

 

 

The smaller packet loss will intimate the better selection of route for data transmission. The packet 

loss in routing occur for different reasons, hence the selection of optimal route is significant. In proposed 

work, the route selection is by jellyfish algorithm that considers vehicle metrics, channel metrics and vehicle 

performance metrics which is efficient in the selection of optimal route. The graphical result of packet loss is 

shown in Figure 9, where the proposed work is compared and attains lesser loss than the previous routing. As 

per the vehicle density increases, there will higher number of transmissions, so there can be increase in 

packet loss. However, the vehicle density increases it also reflects on packet loss but in proposed work, the 
optimal selection of route leads to manage the packet loss.  

 

 

 
 

Figure 9. Comparison of packet loss 
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5. CONCLUSION 

In this paper, the IoV environment is constructed with vehicles that are equipped with three 

terminals as DSRC, LTE, and 5G mmwave. The data transmission requirement depends for each data type. 

Due to the multiple RAN, the process of handover is proposed in this work. First, a dynamic Q-learning 

algorithm is used for making handover decisions with the dynamic threshold computation using entropy for 

signal characteristics. The use of reinforcement learning algorithm for handover decision can learn the 

environment and make a decision that leads to minimize the number of unnecessary handovers. Then the 

network selection by fuzzy-CNN, since it can process multiple requests that arrive at a time. This fuzzy-CNN 
enables to consider multiple parameters to select the network. There are 32 fuzzy rules, based on which the 

network is selected. IoV is a large-scale network, to solve scalability issue in network selection, the fuzzy-

CNN is used. This algorithm can work faster due to the construction of neural nodes that are operated in 

parallel. When a vehicle needs to communicate with a long-distance vehicle on the road lane, a route is 

selected. Here DSRC is preferred by the vehicles since it is low latency when communicating with the 

neighboring hop vehicles. A V2V chain routing is proposed for routing that selects a route using jellyfish 

optimization and selects V2V pairs in a route and performs data transmission. The objective function for 

routing is defined from three as vehicle metrics, channel metrics, and performance metrics. In this way an 

optimal route is selected for data transmission. Using dynamic Q-learning algorithm, unnecessary handovers 

are reduced by 25% and handover failure by 2%. Fuzzy CNN improves the handover success probability by 

appropriately selecting the network and modified jelly fish improves throughput by 15%-20% and minimizes 

delay and packet losses. Hence, the validation and the performance analysis showed the superiority of the 
proposed algorithm when compared to the current state-of-the-art. 
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