
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 25, No. 2, February 2022, pp. 601~609 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v25.i2.pp601-609      601  

 

Journal homepage: http://ijeecs.iaescore.com 

Intelligent fault diagnosis for power distribution system-

comparative studies 
 

 

Thi Thom Hoang, Thi Huong Le 
Department of Electrical and Electronic Engineering, Faculty of Electrical and Electronic Engineering, Nha Trang University, 

Nha Trang, Vietnam 

 

 

Article Info  ABSTRACT  

Article history: 

Received Dec 24, 2020 

Revised Dec 13, 2021 

Accepted Dec 22, 2021 

 

 Short circuit is one of the most popular types of permanent fault in power 

distribution system. Thus, fast and accuracy diagnosis of short circuit failure 

is very important so that the power system works more effectively. In this 

paper, a newly enhanced support vector machine (SVM) classifier has been 

investigated to identify ten short-circuit fault types, including single line-to-

ground faults (XG, YG, ZG), line-to-line faults (XY, XZ, YZ), double line-

to-ground faults (XYG, XZG, YZG) and three-line faults (XYZ). The 

performance of this enhanced SVM model has been improved by using three 

different versions of particle swarm optimization (PSO), namely: classical 

PSO (C-PSO), time varying acceleration coefficients PSO (T-PSO) and 

constriction factor PSO (K-PSO). Further, utilizing pseudo-random binary 

sequence (PRBS)-based time domain reflectometry (TDR) method allows to 

obtain a reliable dataset for SVM classifier. The experimental results 

performed on a two-branch distribution line show the most optimal variant 

of PSO for short fault diagnosis. 
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1. INTRODUCTION  

Short circuit fault is known as a common undesirable phenomenon which may serious damage 

equipment and interrupt the electrical power supply. Thus, it is necessary to monitor this fault carefully at 

first, and then clear it fastest as possible in order to enhance the reliability as well as power quality [1], [2]. 

Recently, many methods have been proposed to recognize fault types in distribution line. The authors 

introduced a fault diagnosis method based on the measurement of voltage and current using an intelligent 

electronic device (IED) [3]. Meanwhile, utilizing a cross-correlation rate (CCR) between reflected and 

incident wave allows to identify the status of distribution systems with simple topology [4]. To evaluate error 

status in more special feeds, artificial neuron network (ANN)-based method has applied to enhance the 

reliability of systems [5], [6]. Among of them, time domain reflectometry (TDR) is known as a promising 

tool for detecting the faulty lines because of simple implementation and few adjusted parameters [7]-[9]. The 

main drawback of this method is the attenuation of signal along the line, thus it is essential to use binary 

random pseudo sequence (PRBS) excitation [10]. 

Nevertheless, the reflected signal analysis methods are not easy to deploy on multi-branch lines due 

to synthesis of multiple response waves and hence it is often combined with intelligent diagnostic methods, 

such as ANN [11], [12] or support vector machine (SVM) [13], [14]. Because of wider generalization and 

https://creativecommons.org/licenses/by-sa/4.0/
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global optimization capability, SVM demonstrates the superiority as compare different intelligent methods in 

determining the fault type [15]. To enhance the efficiency of SVM, there are many methods, including grid 

search method (GSM) [16], genetic algorithm (GA) [17], [18] that allow to increase the classification 

precision. The main disadvantage of these methods is easy to fall into local optimization area.  

In this paper, the performance of SVM is improved by using three variants of particle swarm 

optimization (PSO), including classical PSO (C-PSO), T-PSO, and K-PSO for classifying various types of 

faults in power distribution networks. For this purpose of classification, the reflected signals obtained from 

TDR analysis in MATLAB-Simulink environment are used to construct a database. Further, selection of 

training and testing dataset from a given dataset has been made in two ways: i) randomly and kept fixed at 

each iteration and ii) randomly and continue random selection at each iteration. The training and testing 

dataset are separated from this dataset with the ratios of 3:1 and 4:1.  

 

 

2. MATERIALS 

2.1.  Time-domain reflectometry (TDR)  

TDR is utilized to collect the effects caused by faults occurred in any network. The characteristic of 

electrical fault is evaluated based on reflected signals after injecting a pulse beam into a line or a cable [19]. 

To identify the fault location and type, we simulate a distribution line as an equivalent electrical circuit in 

Figure 1. 
 
 

L1 L1R1 R1

C Y

 
 

Figure 1. Approximate equivalent modeling of power distribution line  
 

 

The model characteristic impedance Z0 and the propagation coefficient ϭ for the equivalent circuit in 

Figure 1 are given by:  
 

𝑍 = √
(𝑅1+𝑗𝜔𝐿1)

(𝑌+𝑗𝜔𝐶)
 (1) 

 

𝜎 = √(𝑅1 + 𝑗𝜔𝐿1)(𝑌 + 𝑗𝜔𝐶) = 𝑥 + 𝑗𝑦 (2) 
 

𝑥 = √
1

2
[√(𝑅1

2 + 𝑤2𝐿1
2)(𝑦2 + 𝑤2𝐶2) + (𝑅1𝑦 − 𝑤2𝐿1𝐶)] (3) 

 

𝑦 = √
1

2
[√(𝑅1

2 + 𝑤2𝐿1
2)(𝑌2 + 𝑤2𝐶2) − (𝑅1𝑦 − 𝑤2𝐿1𝐶)] (4) 

 

where x is known as the attenuation coefficient and y is the phase change coefficient. 

The cross-correlation rate (CCR) of the response and incoming signal is calculated as follows: 

incident wave given by (5) are used as input vectors of SVM for the purpose of fault classification. 
 

𝐶𝑥𝑦(𝑘) =
1

𝐿
∑ 𝑥(𝑖)𝑦(𝑖 + 𝑘)𝐿

𝑖=1  (5) 

 

Cxy(k) is used as input vectors of SVM.  

 

2.2.  Support vector machine (SVM) 

SVM works based on statistical learning theory (SLT) to satisfy structural risk minimisation (SRM), 

which was first proposed by Vapnik in 1995 [20]. SVM is widely used in two main areas: classification and 

regression, in which the classification problem is considered as a two-class data recognition without change 

of high generality. 

In two-class problem, suppose we have a training dataset: 
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D={(p1, q1), (p2,q2),…,(pn,qn)}  
 

pi ∈ Rn, qi ∈ (-1, +1), where pi is a data vector and qi are a class label.  
 

The binary classification problem can be done finding the minimum value of this following 

function:  

Minimize: 
 

1

2
||𝜔||2

2 + 𝐻 ∑ 𝛽𝑖
𝑛
𝑖=1  (6) 

 

Under the constraints: 
 

𝑞𝑖(𝜔 ⋅ 𝑝𝑖) + 𝛼 ≥ 1 − 𝛽𝑖 , 𝛽𝑖 ≥ 0, 𝑖 = 1, . . . , 𝑚 (7) 
 

where w is the weight vector, H is the adjusted factor or γ penalty parameter; and α is a scalar. The problem 

is computationally solved using the solution of its dual form:  
 

𝑚𝑎𝑥𝛾 𝐹 (𝛾) = ∑ 𝛾𝑖 −
1

2

𝑛
𝑖=1 ∑ 𝛾𝑖𝛾𝑗𝑞𝑖𝑞𝑗𝐾(𝑝𝑖 , 𝑝𝑗)𝑛

𝑖,𝑗=1 . (8) 

 

where n is the number of support vector, γi the Lagrangian multipliers, and the kernel function K(pi,qi) is 

given by (9):  
 

𝐾(𝑥, 𝑦) = 𝑒𝑥𝑝(−𝛿‖𝑥 − 𝑦‖2) (9) 
 

where δ is the kernel function parameter. 

 

 

3. PARTICLE SWARM OPTIMIZATION (PSO) 

PSO is a swarm intelligence-based optimization technique that works based on behavious inspiration 

of fish swarm or birth school to find the most optimum position. PSO is superior to other optimization 

algorithms because of the memory ability of personal experience (Lbest) and overall experience (Sbest) [21]-[23]. 

Given a swarm of size n flying in the space of d dimension, in which each particle moves with the velocity of V: 
 

𝑃𝑖, 𝑗 =  [𝑃𝑖, 1, 𝑃𝑖, 2, … , 𝑃𝑖, 𝑑]𝑇 

𝑉𝑖, 𝑗 =  [𝑉𝑖, 1, 𝑉𝑖, 2, … , 𝑉𝑖, 𝑑]𝑇, 
𝑖 ∈  (1, 𝑛), 𝑗 ∈  (1, 𝑑)     

 

3.1.  Classical PSO  

As mentioned above, each individual will update the new position based on experience of itself and 

the best particle in swarm. This can be described by (10) and (11):  

 

𝑉𝑖,𝑗
𝑝+1

= 𝜔 × 𝑉𝑖,𝑗
𝑝

+ 𝑐1𝑟1(𝐿𝑏𝑒𝑠𝑡 𝑖,𝑗
𝑝 − 𝑃𝑖,𝑗

𝑝
) + 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡𝑗

𝑝 − 𝑃𝑖,𝑗
𝑝

) (10) 

 

𝑃𝑖,𝑗
𝑝+1

= 𝑃𝑖,𝑗
𝑝

+ 𝑉𝑖,𝑗
𝑝+1

 (11) 

 

In (10), c1 and c2 are acceleration values, r1 and r2 are random parameters in range of [0, 1], ω is the 

inertia weight, Lbesti,j
p demonstrates the best jth element jth of ith particle, while Gbesti,j

p demonstrates the jth 

element of the best particle in a swarm upto interation p. 

Each individual is initialized by the position of Lbest, in which the best particle position in swarm is 

known as Gbest. After interation p, Lbest and Gbest of each individual are updated as follows,  

At iteration k: 

 

𝐼𝑓 𝑓(𝑃𝑖
𝑝+1)  <  𝑓 (𝐿𝑏𝑒𝑠𝑡 𝑖

𝑝) 𝑡ℎ𝑒𝑛 L𝑏𝑒𝑠𝑡 𝑖
𝑝+1 = 𝑃𝑖

𝑝+1𝑒𝑙𝑠𝑒 𝐿𝑏𝑒𝑠𝑡𝑖
𝑝+1 =  𝐿𝑏𝑒𝑠𝑡 𝑖

𝑝 (12) 

 

𝐼𝑓 𝑓(𝑃𝑖
𝑝+1)  <  𝑓 (𝐺𝑏𝑒𝑠𝑡

𝑝) 𝑡ℎ𝑒𝑛 𝐺𝑏𝑒𝑠𝑡
𝑝 =  P𝑖

𝑝+1𝑒𝑙𝑠𝑒 𝐺𝑏𝑒𝑠𝑡
𝑝+1 =  𝐺𝑏𝑒𝑠𝑡

𝑝 (13) 

 

where f(∙) is the objective function. The updating process is repeated until a stop condition is reached, such as 

a pre-specified number of iterations is met. The obtained results (Gbest
p and f(Gbest

p)) are knowns as solution 

of PSO algorithm. 
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3.2.  Time varying acceleration coefficients PSO (T-PSO)  

In this version of PSO, both the acceleration coefficients (c1 and c2) are varied at each iteration. The 

acceleration coefficient c1 is decreased whereas acceleration coefficient c2 increased linearly as iteration 

proceeds. Time varying acceleration coefficients are (TVAC) expressed as shown in [24], 
 

𝑐1 = 𝑐1, 𝑚𝑖𝑛1, 𝑚𝑎𝑥1,𝑚𝑎𝑥 (14) 
 

𝑐2 = 𝑐2, 𝑚𝑖𝑛2, 𝑚𝑎𝑥2,𝑚𝑖𝑛 (15) 
 

in (14), c1,min and c1,max are the minimum and maximum limits of acceleration factor c1 whereas in (15), c2,min 

and c2,max are the minimum and maximum limits of acceleration factor c2. 

 

3.3.  Constriction PSO (K-PSO)  

In this version of PSO, a new velocity update equation is introduced by removing the traditional 

inertia weight factor. The velocity update equation considering constriction factor approach PSO (in this 

work it is called K-PSO) is given as follows; where α, β are the attenuation coefficient and the phase change 

coefficient, respectively. 

 

𝑉𝑝,𝑞
𝑘+1 = 𝐾 × [𝑉𝑝,𝑞

𝑘 + 𝑐1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑝,𝑞
𝑘 − 𝑋𝑝,𝑞

𝑘 ) + 𝑐2𝑟2(𝐺𝑏𝑒𝑠𝑡𝑞
𝑘 − 𝑋𝑝,𝑞

𝑘 )] (17) 

 

In (16), K is known as the constriction factor of PSO which is defined as follows [25], 

 

𝐾 =
2𝜅

|2−𝜑−√𝜑2−4𝜑|
 (18) 

 

where ϕ = c1 + c2 and κ = [0, 1]; ormally, the value of   is taken as 1. Once the updated velocity of each 

particle is obtained using (16) then the position of each particle is updated using (11).  

 

 

4. VARIANTS OF PSO-BASED SVM FOR FAULT CLASSIFICATION  

In this section, PSO and its two variants is proposed to search the optimal parameters of SVM in 

order to improve classification performance by the following steps: 

1) The data obtained by using TDR with PRBS stimulus is divided into the training and testing set. 

2) Initialize the parameters of PSO (ω, c1, c2) 

3) The initial positions and velocities of each individual in swarm are selected by random values  

4) Set parameters of SVM model within their ranges 

5) Call SVM 

6) Evaluate the objective function of each particle: 𝐹𝑖
𝑝

=  𝑓(𝑃𝑖
𝑝

) 

The best particle position is indexed as v, and hence the experience of itself and the best particle in 

swarm is chosen by: 𝐿𝑏𝑒𝑠𝑡𝑖
𝑝 =  P𝑖

𝑝, and 𝐺𝑏𝑒𝑠𝑡
𝑝 =  𝑃𝑖

𝑝
 

7) Set p =1 

8) Updating the velocity and position of each particle by (10) and (11) 

9) The objective function of each particle is re-evaluated 

10) If p < Max than p = p+1 and go to the step 7 else go to the final step 

11) The optimum parameters of SVM are knowns as 𝐺𝑏𝑒𝑠𝑡
𝑝  

 
 

5. SIMULATION RESULTS AND DISCUSSION 

Since TDR methods are inherently imprecise, it is necessary to add other supporting techniques in 

order to achieve reliable results. In this work, the proposed comparative studies of various types of PSO 

algorithms in obtaining optimum SVM parameters are test on a two-branch distribution model, as given in 

Figure 2. For this, the data acquisition for data preprocessing is mentioned first. 

 

5.1.  Training and testing samples 

By using TDR with PRBS excitation, a set of 5600 samples with 12 features for each sample has 

been generated. These datasets have been categorized into the training and testing dataset in the two 

following ways; 

− Choose the training and testing dataset randomly from the given dataset but kept fixed during the process. 

− Choose the training and testing dataset randomly and continue randomly selection during each iteration. 
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5.2.  Results for randomly divided training and testing datasets and are kept fixed during the iteration  

In this case, initially, the entire dataset has been divided into training and testing sets randomly and 

kept fixed during training phase to obtain the optimum SVM parameters. Two different ratios for the division 

of the entire dataset into the testing and training set have been considered: 1400-4200 and 1120-4480 samples 

belong to the testing and the training dataset, respectively. The optimum SVM parameters obtained using C-

PSO, T-PSO, and K-PSO for fault classifications of a two-lateral radial distribution system in two different 

sets of dataset division are given in Table 1. Further, results obtained are compared to that obtained in the 

case of being without any PSO algorithm. The corresponding convergence characteristics of the three 

algorithms are shown in Figure 3 and Figure 4. 

 

 

 
 

Figure 2. The model of tested distribution system 

 

 

Table 1. Optimum SVM parameters obtained using various PSO variants considering selection of the training 

and the testing dataset selected randomly and kept fixed during each iteration 
Data pattern 

SVM 
Optimum SVM parameters Accuracy Run time 

Test: Train C 𝛾 (%) (seconds) 

1400: 4200 straight 100 0.33 85.5714 134.8 
C-PSO 337.0326 0.5190 96.7143 90.1 

T-PSO 298.0396 0.4753 96.7143 82.9 

K-PSO 410.6090 0.4321 96.7857 77.8 
1120: 4480 straight 100 0.33 85.9821 158.5 

C-PSO 107.1691 1.1022 96.1607 142.8 

T-PSO 206.1728 3.7482 96.8750 112.1 
K-PSO 384.8476 0.6141 96.8750 69.3 

 

 

From Table 1, it is observed that in the testing and the training data division of 1400 and 4200, K-

PSO gives the highest testing accuracy of 96.7857% in 77.8 seconds which is the fastest. The optimum SVM 

parameters in this case are C=410.6090 and γ=0.4321. From Figure 3, it can be observed that the 

characteristic of K-PSO is better (lower) than that of the other two algorithms. However, in the training and 

the testing data division of 1120 and 4480, T-PSO and K-PSO give the highest accuracy of 96.8750%. Here, 

T-PSO takes 112.1 seconds whereas K-PSO takes only 69.3 seconds which is the fastest among PSO 

algorithms. The optimum SVM parameters in this case are C=206.1728 and γ=3.7482 by T-PSO and C= 

384.8476 and γ=0.6141 by K-PSO. From Figure 4, it can be observed that the characteristics of T-PSO and 
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K-PSO are better than that of C-PSO whereas the characteristic of K-PSO is the best among the three 

algorithms. In this data division, K-PSO is the fastest one. From Table 1, it is to be noted that in both types of 

dataset division, all three PSO algorithms give better accuracy than that obtained by the SVM classifier 

without PSO algorithm. Further, from Table 1, it is observed that the division of the testing and the training 

dataset has the impact on accuracy as well as on the speed of convergence. More samples in the training 

gives better accuracy. 
 

 

 
 

Figure 3. Comparative convergence characteristics of various PSO algorithms for testing: training dataset as 

1400: 4200 in initial random selection and kept fixed at each iteration 
 

 

 
 

Figure 4. Comparative convergence characteristics of various PSO algorithms for testing: training dataset as 

1120: 4480 in initial random selection and kept fixed at each iteration 

 

 

5.3.  Results for randomly divided training and testing datasets and continue dividing randomly during 

the iteration  

In this case, the entire dataset has been divided into training and testing sets randomly and continue 

dividing randomly during the training to obtain the optimum SVM parameters. As in the previous subsection, 

two different ratios for the division of the entire dataset into testing and training sets have also been 

considered in this case. 

The optimum SVM parameters obtained using C-PSO, T-PSO and K-PSO for fault classifications of 

a two-lateral radial distribution system in two different sets of dataset division are given in Table 2. The 

corresponding convergence characteristics of the three PSO algorithms are shown in Figure 5 and Figure 6. 

From Table 2, it is observed that in the testing and the training data division of 1400 and 4200, K-PSO gives 

the highest testing accuracy of 96.3571% in 151.3 seconds. T-PSO is the fastest in this dataset division. From 

Figure 5, it can be observed that the characteristic of K-PSO is better than that of the other two algorithms. 

However, in the training and the testing data division of 1120 and 4480, K-PSO gives the highest accuracy of 
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96.875% in 155.2 seconds which is the fastest. From Figure 6, it can be observed that the characteristic of K-

PSO is much better than that of the other two algorithms. 

Further, from Table 2, it is observed that the division of the testing and the training dataset has the 

impact on accuracy as well as on the speed of convergence. From Table 1 and Table 2, it can be concluded 

that higher samples in the training set gives better accuracy. Although the overall accuracy presented in these 

two tables is virtually the same, however, the results in the latter one is generalized because of continuing 

random selection of different sets of the training and the testing samples during training the SVM. Further, 

K-PSO gives the best among the PSO algorithms in terms of the classification accuracy as well as simulation 

time taken. Also, from Figures 3 to 6, it can be clearly observed that the convergence characteristic of K-PSO 

is the best and the convergence characteristic of T-PSO is better than that of C-PSO. 
 

 

Table 2. Optimum SVM parameters obtained using various PSO variants considering selection of the training 

and the testing dataset selected randomly and continuing as the same during each iteration 
Data pattern 

SVM 
Optimum SVM parameters Accuracy Run time 

Test: Train C 𝛾 (%) (seconds) 

1400: 4200 straight 100 0.33 85.5714 134.8 

C-PSO 909.4291 1.0285 96.2143 147.7 

T-PSO 359.2888 0.5582 96.0714 90.1 

K-PSO 323.2542 1.1171 96.3571 151.3 
1120: 4480 straight 100 0.33 85.9821 158.5 

C-PSO 574.5739 1.2078 96.6964 191.3 

T-PSO 196.2483 1.3363 96.6071 237.4 

K-PSO 316.9958 1.3340 96.875 155.2 

 
 

 
 

Figure 5. Comparative convergence characteristics of various PSO algorithms for testing: training dataset as 

1400: 4200 in randomly selected and continuing as the same at each iteration 
 

 

 
 

Figure 6. Comparative convergence characteristics of various PSO algorithms for testing: training dataset as 

1120: 4480 in randomly selected and continuing as the same at each iteration 
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6. CONCLUSION 

In this paper, variants on particle swarm optimization (PSO) have been purposed to improve the 

performance of the support vector machine (SVM) classifier in classifying faults in distribution systems. 

Further enhancement of the proposed method has been provided by the success in generating the necessary 

fault current dataset by TDR analysis with PRBS excitation. The obtained results show that the performance 

of SVM is better with the parameters obtained by variants of PSO, in which K-PSO algorithm gives the 

highest classification accuracy of 96.87%. Further, classification result is generalized while randomly 

selecting dataset during the training phase of SVM. Also, two different ratios used in dividing the training 

and testing dataset were considered, which shows that provision of a higher training dataset gives better 

classification accuracy versus that performed with a lower dataset. 

 

 

REFERENCES 
[1] A. Codino, Z. Wang, R. Razzaghi, M. Paolone, and F. Rachidi, “An Alternative Method for Locating Faults in Transmission Line 

Networks Based on Time Reversal,” IEEE Transactions on Electromagnetic Compatibility, vol. 59, no. 5, pp. 1601-1612, 2017, 

doi: 10.1109/TEMC.2017.2671369. 

[2] M. Y. Cho and T. T. Hoang, “Fault Diagnosis for Distribution Networks Using Enhanced Support Vector Machine Classifier with 
Classical Multidimensional Scaling,” J. Electrical Systems, vol. 13, no. 3, pp. 415-428, 2017. 

[3] R. Dashtia, M. Ghasemib, and M. Daisy, “Fault location in power distribution network with presence of distributed generation 

resources using impedance based method and applying π line mode,” Energy, vol. 159, pp. 344-360, 2018, doi: 
10.1016/j.energy.2018.06.111. 

[4] Y. Xi et al., “A Fault location based on travelling wave identification using an adaptive extended Kalman filter,” IET Generation, 

Transmission & Distribution, vol. 12, no. 3, pp. 1314-1322, 2018, doi: 10.1049/iet-gtd.2017.0897. 
[5] M. A. Shaher, M. M. Sabra, and A. S. Saleh, “Fault location in multi-ring distribution networks using artificial neural network,” 

Electric Power Systems Research, vol. 64, pp. 87-92, 2003, doi: S0142061516303118.  

[6] M. P. Nakhli and A. A. Safavi, “Path characteristic frequency-based fault locating in radial distribution systems using wavelets 
and neuron networks,” IEEE Trans. Power Delivery, vol. 60, pp. 1654-1663, 2011, doi: 10.1109/TPWRD.2010.2050218. 

[7] M. Y. Cho and T. T. Hoang, “A Differential Particle Swarm Optimizationbased Support Vector Machine Classifier for Fault 

Diagnosis in Power Distribution Systems,” Advances in Electrical and Computer Engineering, vol. 17, no. 3, pp. 51-60, 2017, 
doi: 10.4316/AECE.2017.03007. 

[8] M. Y. Cho, T. T. Hoang, and J. C. Hsu, “Fault Diagnosis For High Voltage Distribution Networks Using Pseudorandom Binary 

Sequence and Cross Correlation Technique,” In: 2016 3rd International Conference on Green Technology and Sustainable 
Development, vol. 26, 2016, doi: 10.1109/GTSD.2016.51. 

[9] S. Roy, M. K. Alam, F. Khan, J. Johnson, and J. Flicker, “An Irradiance-Independent, Robust Ground-Fault Detection Scheme for 

PV Arrays Based on Spread Spectrum Time-Domain Reflectometry (SSTDR),” IEEE Transactions on Power Electronics, vol. 33, 
no. 8, pp. 7046-7057, 2017, doi: 10.1109/TPEL.2017.2755592. 

[10] T. T. Hoang, M. Y. Cho, and Q. T. Vu, “A novel perturbed particle swarm optimization-based support vector machine for fault 

diagnosis in power distribution systems,” Turkish Journal of Electrical Engineering & Computer Sciences, vol. 26, pp. 518-529, 
2018, doi: 10.3906/elk-1705-241. 

[11] I. M. Karmacharya, and R. Gokaraju, “Fault Location in Ungrounded Photovoltaic System Using Wavelets and ANN,” IEEE 

Transactions on Power Delivery, vol. 33, no. 2, pp. 549-559, 2018, doi: 10.1109/TPWRD.2017.2721903. 
[12] F. Magnago, D. Vakula, and N. V. S. N. Sarma, “Using neural networks for faultdetection in planar antenna arrays,” Progress In 

Electromagnetics Research Letters, vol. 14, pp. 21-30, 2010, doi: 10.2528/PIERL10030401. 

[13] X. Deng, R. Yuan, Z. Xiao, T. Li, and K. L. L. Wanga, “Fault location in loop distribution network using SVM technology,” 
Electrical Power and Energy Systems, vol. 65, pp. 254-261, 2015, doi: 10.1016/j.ijepes.2014.10.010. 

[14] L. Ye, D. You, X. Yin, K. Wang, and J. Wu, “An improved fault-location method for distribution system using wavelets and 
support vector regression,” Electrical Power and Energy Systems, vol. 55, pp. 467-472, 2014, doi: 10.1016/j.ijepes.2013.09.027. 

[15] T. T. Hoang, M. Y. Cho, M. N. Alam, and Q. T. Vu, “A novel differential particle swarm optimization for parameter selection of 

support vector machines for monitoring metal-oxide surge arrester conditions,” Swarm and Evolutionary Computation, vol. 38, 
pp. 120-126, 2018, doi: 10.1016/j.swevo.2017.07.006. 

[16] M. Shafiullah, M. A. Abido, and Z. Al-Hamouz, “Wavelet-based extreme learning machine for distribution grid fault location,” 

IET Generation, Transmission & Distribution, vol. 11, no. 17, pp. 4256-4263, 2017, doi: 10.1049/iet-gtd.2017.0656. 
[17] F. Wang, Z. Chen, and G. Song, “Monitoring of multi-bolt connection looseness using entropy-based active sensing and genetic 

algorithm-based least square support vector machine,” Mechanical Systems and Signal Processing, vol. 136, pp. 1-14, 2020,  

doi: 10.1016/j.ymssp.2019.106507. 
[18] L. B. Jack and A. K. Nandi, “Fault detection using support vector machines and artificial neural networks, augmented by genetic 

algorithms,” Mechanical Systems and Signal Processing vol. 16, pp. 373-390, 2002, doi: 10.1006/mssp.2001.1454. 

[19] S. Sallem, O. Osman, L. Sommervogel, and M. Olivas, “A. Peltier, F. Paladian, and P. Bonnet, Wired Network Distributed 
Diagnosis and Sensors Communications by Multi-carrier Time Domain Reflectometry,” In: Proceedings of SAI Intelligent 

Systems Conference, vol. 869, 2018, pp. 1038-1046, doi: 10.1007/978-3-030-01057-7_77. 

[20] V. N Vapnik, “The Nature of Statistical Learning Theory,” Springer-Verlag, New York, 1995. 
[21] J. Kennedy and R. Eberhart, “Particle swarm optimization,” In: IEEE International Conference on Neural Networks, vol. 4, 1995, 

pp. 1942-1948, doi: 10.1109/ICNN.1995.488968. 

[22] R. Eberhart and J. Kennedy, “A new optimizer using particle swarm theory,” In IEEE Proceedings of the Sixth International 
Symposium on Micro Machine and Human Science, pp. 39-43, 1995, doi: 10.1109/MHS.1995.494215. 

[23] M. Y. Cho and T. T. Hoang, “Feature Selection and Parameters Optimization of SVM using Particle Swarm Optimization for 

Fault Classification in Power Distribution Systems,” Computational Intellegence and Neuroscience, vol. 2017, pp. 1-9, 2017,  
doi: 10.1155/2017/4135465. 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Intelligent fault diagnosis for power distribution system-comparative studies (Thi Thom Hoang) 

609 

[24] M. Al-Shabi, C. Ghenai, and M. Bettayeb, “Improved Asymmetric Time-varying Coefficients of Particle Swarm Optimization,” 
In: 2020 IEEE Canadian Conference on Electrical and Computer Engineering, Canada, 2020, pp. 1-8, doi: 

10.1109/CCECE47787.2020.9255784. 

[25] I. Pervez, A. Sarwar, A. Pervez, M. Tariq, and M. Zaid, “An Improved Maximum Power Point Tracking (MPPT) of a Partially 
Shaded Solar PV System Using PSO with Constriction Factor,” Advances in Electromechanical Technologie, vol. 6, pp. 499-507, 

2020, doi: 10.1007/978-981-15-5463-6_43. 

 

 

BIOGRAPHIES OF AUTHORS 

 

 

Thi Thom Hoàng     received B.E. degree in automatic control in 2006 from Hanoi 

University of Technology and Science, the M.E. degree in automation in 2012 from Le Quy 

Don University, and the Ph.D degree in electrical engineering in 2018 from National 

Kaohsiung University of Science and Technology, Taiwan. I am currently an Associate 

Professor with Department of Electrical & Electronic Engineering, Nha Trang University. Her 

research interests include renewable energy, power quality, power grids, power supply quality, 

power transmission reliability, power system stability, power transmission lines, power 

transmission planning, power transmission protection, particle swarm optimisation, power 

distribution protection, and artificial intelligence applied power system. She can be contacted 

at email: thomht@ntu.edu.vn. 

  

 

Thi Huong Le     received the degree of bachelor in Electrical and Electronics 

Engineering from Nha Trang University, Viet Nam, in 2011 and the M.E. degree in Electrical 

Engineering from Ho Chi Minh City University of Technology, Viet Nam, in 2017. Her 

research interests include renewable energy, power quality, and artificial intelligence applied 

power systemShe is a lecturer at the Electrical and Electronics Department of Nha Trang 

University, Viet Nam. She can be contacted at email: huonglt@ntu.edu.vn. 

 

https://orcid.org/0000-0003-3745-9854
https://scholar.google.com/citations?hl=en&view_op=list_works&gmla=AJsN-F6kyvQbhDFwXbQtep-lJsvTkfy-auYDMSm-pRyzN9ww8KstGGARJrqv5Mh8JDi0Ret9i4TtjepJt8foSmeH_gpIinb72A&user=bQUSs7MAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57194856919
https://publons.com/researcher/1551630/thi-thom-hoang/
https://orcid.org/0000-0002-3618-0598
https://scholar.google.com/citations?hl=en&view_op=list_works&gmla=AJsN-F6kyvQbhDFwXbQtep-lJsvTkfy-auYDMSm-pRyzN9ww8KstGGARJrqv5Mh8JDi0Ret9i4TtjepJt8foSmeH_gpIinb72A&user=bQUSs7MAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57211663976
https://publons.com/researcher/1551630/thi-thom-hoang/

