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 This paper presents a novel version of hypergraph neural network method. 
This method is utilized to solve the noisy label learning problem. First, we 
apply the PCA dimensional reduction technique to the feature matrices of the 
image datasets in order to reduce the “noise” and the redundant features in 
the feature matrices of the image datasets and to reduce the runtime 
constructing the hypergraph of the hypergraph neural network method. Then, 
the classic graph based semisupervised learning method, the classic 
hypergraph based semi-supervised learning method, the graph neural 

network, the hypergraph neural network, and our proposed hypergraph neural 
network are employed to solve the noisy label learning problem. The 
accuracies of these five methods are evaluated and compared. Experimental 
results show that the hypergraph neural network methods achieve the best 
performance when the noise level increases. Moreover, the hypergraph 
neural network methods are at least as good as the graph neural network. 
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1. INTRODUCTION  

During the last decade, the deep convolution neural network can be considered the current state of 

the art method for various classification tasks such as image recognition [1], speech recognition [2], to name 

a few. Recently, to deal with irregular data structures, data scientists have gained many interests in graph 

convolution neural network method such as [3]. In this method, the pairwise relationships between objects 

(samples) are used. In the other words, in this graph data structure, the edge of the graph can connect only 

two vertices.  
To overcome the information loss due to only considering the “pairwise relationship between 

objects” of graph data structure [4, 5] have recently proposed the hypergraph neural network approach. In 

this hypergraph data structure, an edge (hyperedge) can connect more than two vertices. In the other words, 

the hy- peredge is the subset of the set of vertices of the hypergraph. Recently, this hypergraph neural 

network method has just been employed to solve classification tasks [4, 5] and outperforms the graph neural 

network and can be considered the current state of the art method of semi-supervised learning approach. 

However, this method has also not been utilized to solve the noisy label learning problem.  
Inspired from the idea combining the pagerank algorithm with the graph convolution neural network 

in [6], in this paper, we propose the novel version of hypergraph neural network method combining the 

classic hypergraph based semi-supervised learning method [7, 8] with the hypergraph neural network  

method [4, 5]. In the other words, we combine the propagation scheme utilizing the hypergraph model with 

the hypergraph neural network which is the current state of the art method of semi-supervised learning 

https://creativecommons.org/licenses/by-sa/4.0/
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approach. We find out that this proposed combination of the propagation scheme and the hypergraph neural 

network method significantly improves the accuracy of the hypergraph neural network method alone even 

when the noise presents in the labels.  
In this paper, our contributions are three-folds: 

a) In order to reduce the runtime constructing the graphs and the hypergraphs from the image datasets, we 

apply the dimensional reduction technique PCA to the image datasets.  

b) Propose the novel version of hypergraph neural network method combining the classic hypergraph 

based semi-supervised learning method with the hypergraph neural network method.  
c) Compare the accuracy performance measures of the classic graph based semi-supervised learning 

problem, the classic hypergraph based semi-supervised learning problem, the graph neural network 

method, the hypergraph neural network method, and our proposed hypergraph neural network method 

when we apply these five methods to solve the noisy label learning problem.  

We will organize the paper as follows: Section 2 will discuss the related work. Section 3 will 

introduce the novel version of hypergraph neural network method. Section 4 will describe the datasets and 

present the experimental results. Section 5 will conclude this paper and the future direction of researches will 

be discussed.  

 

 

2. RELATED WORK 

Learning with label noise gains many interests since label noise may lead to many undesirable 
concerns such as the decrease in learning performance. The current studies associated to this problem can be 

assembled into three main groups [9]: 
a) Robust model approach 

b) Data filtering approach 

c) Inherently noise-tolerant learning approach 

 

2.1.   Robust model approach 

This approach empirically studies the robustness property of various classical classification 

algorithms such as Na ̈ıve Bayes probabilistic classifier, C4.5 decision tree, the SMO support vector  

machine [9], to name a few. Experimental results show that the Na ̈ıve Bayes probabilistic classifier and the 
random forest ensemble classifier are the most robust classical classification systems against noise label [9]. 

However, the weakness of these classical classification is very clear. First, this approach is inactive. Instead 

of refining and changing the classical classification algorithms, they only explore the robustness prop- erty of 

commonly used classification systems. Second, the most robust classification system is effective only when 

the percentage of label noise is minor. The performance of the most robust classification system drops 

significantly when the percentage of label noise is huge.  
Recently, the deep neural networks (i.e., the modern classification systems) have been established 

and well developed. For example, the deep convolution neural network can be considering the current state of 

the art and the best classification system for image recognition problem [1]. However, [10-12] showed that a 

deep neural network with huge enough capacity can memorize the training set labels even when they are 

randomly made. Hence, they are mostly vulnerable to the label noise. Similar to classical classification 

systems, label noise can cause overfitting and significantly drop the deep neural networks’ performance.  
However, [12] observed that when the learning rate is high, deep neural networks may preserve 

quite extraordinary accuracy. In the other words, the influence of the label noise is not important. This 

observation was employed in [12] to preserve an approximation of the labels using the running average of 

deep neural network’s forecasts with a high learning rate. These approximations then can be utilized as the 

control (or supervision) signals to train the deep neural network. Inspired by the work of [10-12] and  

[4-6, 13], in this paper, we will develop the graph and hypergraph convolution neural network methods and 

apply these methods to solve the “noisy label learning” problem (using the image datasets such as MNIST, 

USPS, and FASHION MNIST). To the best of our knowledge, this work has not been investigated and 

developed. 
 

2.2.   Data filtering approach 
In this approach, the samples with noisy labels are distinguished and fixed before the training 

process. The ruined labels can be merely eliminated or relabeled at the very beginning. One idea is to employ 

the forecasts from the classification system (for e.g. the SVM system) to detect mislabeled samples. The class 

of these methods is called the classification filtering system. However, filtering all the samples that are 

misclassified by the classification filtering system is too inflexible and risky since the classification filtering 

system learned from data with noisy labels might not always be accurate.  
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k-nn classification systems is related to another class of methods. k-nn classification systems are 

shown that they are very vulnerable to label noise. Hence some k-nn methods target at improving or changing 

the rules of k-nn algorithms to recognize noisy labels and then eliminate or relabel the associated samples. 

However, the methods associated to this class are heuristics and might not be effective for samples that are 

close to the classification boundary. Moreover, the choice of k (i.e. the number of neighbors) might affect the 

performance of these methods considerably.  

Some data filtering methods depend on some thresholds. These methods compute the score for each 

sample by using some measures and eliminate the samples that are above the definite threshold. Obviously, 

these methods are similar to outlier or anomaly or abnormal detection methods which are very hard to solve. 

Moreover, it’s very difficult to differentiate the accurate exemptions from the mislabeled samples. Last but 
not least, for the data filtering approach, this approach tends to eliminate a large amount of samples, which 

may contain key information for classification. Easily, we can also recognize that we can employ the 

forecasts from deep neural networks to detect mislabeled samples.  

 

2.3.   Inherently noise-tolerant learning approach 

In this approach, there are two ways to attack the “noisy label learning problem”:  

a) First, this way will model the noisy label before or during the training phase to take the noisy label into 

attention. This model holds the information of the noise and can be inserted into the classification  

system [14-18]. However, in order to build the model for noisy label, these methods require 

supplementary parameters, that might increase the time complexity and the model complexity. We 

know that high model complexity occasionally leads to over-fitting.  
b) Second, this way proposes the robust loss function for the noise-tolerant model. For example, [19] 

explored the robustness of various loss functions such as mean squared loss, mean absolute loss, and 

cross entropy loss. In [20], combined the benefits of the mean absolute loss and the cross entropy loss to 

attain the improved loss function.  

 

 

3. HYPERGRAPH NEURAL NETWORK 

3.1.  Problem formulation 

In this paper, we would like to solve the “noisy label learning” problem [10, 21]. This problem can 

also be called the “label distribution learning” problem [22], to name a few. In this problem, let Xtrain={x1, x2, 

. . . , xl} be the training set, where xi ∈ m. xi can also be called the feature vector i or instance i or sample i of 
the training set with 1≤i≤l. Let YL={y1,y2,...,yC} be the complete set of labels where C is the number of classes 

in the dataset. For each sample 𝑥𝑖, there is a label distribution 𝑑 = {𝑑𝑥𝑖

𝑦1 , 𝑑𝑥𝑖

𝑦2 , … , 𝑑𝑥𝑖

𝑦𝐶} ∈ 𝑅𝐶. Please note that 

𝑑𝑥𝑖

𝑦𝑐  is the probability that the sample 𝑥𝑖 belongs to the class c. From the above definition, we know that 0 ≤

𝑑𝑥𝑖

𝑦𝑐 ≤ 1 and ∑ 𝑑𝑥𝑖

𝑦𝑐
𝑐 = 1. 

The objective of the noisy label learning problem is to learn a mapping function 𝑔: 𝑥 → 𝑑 between 

the sample x and its corresponding label distribution function d. In the other words, the goal of noisy label 

learning is to learn the conditional probability mass function 𝑝(𝑦|𝑥), where 𝑦 ∈ 𝑌𝐿 , 𝑥 ∈ 𝑋𝑡𝑟𝑎𝑖𝑛 . Assume that 

𝑝(𝑦|𝑥) is the parametric model 𝑝(𝑦|𝑥, 𝜃), where 𝜃 is the parameter vector. Given the training set 𝑋𝑡𝑟𝑎𝑖𝑛 , we 

need to find (i.e., solve for) 𝜃 that can generate the distribution similar to 𝑑 [23]. 

 

3.2.  Preliminary notation and definitions 

Given a hypergraph G=(V, E), where V is the set of vertices and E is the set of hyper-edges. Each 

hyper-edge 𝑒 ∈ 𝐸 is the subset of V. Please note that the cardinality of e is greater than or equal two. In the 

other words, |𝑒| ≥ 2, for every 𝑒 ∈ 𝐸. Let w(e) be the weight of the hyper-edge e. Then W will be the 𝑅|𝐸|∗|𝐸| 

diagonal matrix containing the weights of all hyper-edges in its diagonal entries. The incidence matrix H of G 

is a 𝑅|𝑉|∗|𝐸| matrix that can be defined as follows: 

 

ℎ(𝑣, 𝑒) = {
1 𝑖𝑓 𝑣𝑒𝑟𝑡𝑒𝑥 𝑣 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 ℎ𝑦𝑝𝑒𝑟𝑒𝑑𝑔𝑒 𝑒

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (1) 

 

The example of the hypergraphs is illustrated in Figure 1. 
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Figure 1. Hypergraph examples with 13 vertices and 4 hyperedges 

 

 

From the above definition, we can define the degree of vertex v and the degree of hyper-edge e  

as follows: 

 

𝑑(𝑣) = ∑ 𝑤(𝑒) ∗ ℎ(𝑣, 𝑒)𝑒∈𝐸  (2) 

 

𝑑(𝑒) = ∑ ℎ(𝑣, 𝑒)𝑣∈𝑉  (3) 

 

Let 𝐷𝑣 𝑎𝑛𝑑 𝐷𝑒 be two diagonal matrices containing the degrees of vertices and the degrees of hyper-

edges in their diagonal entries respectively. Please note that 𝐷𝑣 is the 𝑅|𝑉|∗|𝑉| matrix and 𝐷𝑒 is the 𝑅|𝐸|∗|𝐸| 

matrix. From the above definitions, [7, 8] define the symmetric normalized hypergraph Laplacian as follows: 
 

𝐿𝑠𝑦𝑚 = 𝐼 − 𝐷𝑣

−
1

2𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−
1

2 (4) 

 

Moreover, [7, 8] define the random walk hypergraph Laplacian as follows: 

 

𝐿𝑟𝑤 = 𝐼 − 𝐷𝑣
−1𝐻𝑊𝐷𝑒

−1𝐻𝑇 (5) 
 

Please note that the two terms 𝐷𝑣

−
1

2𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−
1

2 and 𝐷𝑣
−1𝐻𝑊𝐷𝑒

−1𝐻𝑇 in the symmetric normalized 

hypergraph Laplacian and the random walk hypergraph Laplacian respectively will be used in our proposed 

hypergraph neural network method. 

 

3.3.  Hypergraph based semi-supvervised learning problem 

Given a set of images {𝑥1, … , 𝑥𝑙 , 𝑥𝑙+1, … , 𝑥𝑙+𝑢} where 𝑛 = |𝑉| = 𝑙 + 𝑢 is the total number of images 

(i.e. vertices) in the hypergraph G=(V,E). The method constructing the incidence matrix H from the image 

dataset will be specified clearly in the Experiments and Results section. Let C be the number of classes. 

Please note that {𝑥1, … , 𝑥𝑙} is the set of all labeled points and {𝑥𝑙+1, … , 𝑥𝑙+𝑢} is the set of all un-labeled 

points. Let 𝑌 ∈ 𝑅|𝑉|∗𝐶  the initial label matrix for n images in the hypergraph G be defined as follows: 

 

𝑌𝑖𝑗 = {
1 𝑖𝑓 𝑥𝑖 ∈  𝑐𝑙𝑎𝑠𝑠 𝑗 𝑎𝑛𝑑 1 ≤ 𝑖 ≤ 𝑙

−1 𝑖𝑓 𝑥𝑖  ∉  𝑐𝑙𝑎𝑠𝑠 𝑗 𝑎𝑛𝑑 1 ≤ 𝑖 ≤ 𝑙
0 𝑖𝑓 𝑙 + 1 ≤ 𝑖 ≤ 𝑛

 (6) 

 

Let the matrix 𝐹 ∈ 𝑅|𝑉|∗𝐶 be the estimated label matrix for the set of images 

{𝑥1, … , 𝑥𝑙 , 𝑥𝑙+1, … , 𝑥𝑙+𝑢}, where the point 𝑥𝑖 is labeled as sign (𝐹𝑖𝑗) for each class j (1 ≤ 𝑗 ≤ 𝐶). Our 

objective is to predict the labels of the un-labeled points 𝑥𝑙+1, … , 𝑥𝑙+𝑢. In the other words, we need to 

compute the final solution matrix F. From [7, 8], the closed form solution of the hypergraph based semi-

supervised learning method can be computed as follows: 

 

𝐹 = (1 − 𝛼)(𝐼 − 𝛼𝐷𝑣

−
1

2𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−
1

2)−1𝑌 (7) 

 

where α is the parameter.  
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3.4.  Hypergraph neural network 

From [5-6], let: 

 

𝑅1 = 𝑅𝑒𝐿𝑈 (𝐷𝑣

−1

2 𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−1

2 𝑋𝜃1) (8) (8) 

 

𝑅2 = 𝑅𝑒𝐿𝑈(𝐷𝑣
−1𝐻𝑊𝐷𝑒

−1𝐻𝑇 𝑋𝜃1) (9) (9) 

 

The output of the hypergraph neural network can be defined and computed as follows: 

 

𝑍 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝐷𝑣

−
1

2𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−
1

2𝑅1𝜃2) (10) 

or 

𝑍 = 𝑍 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐷𝑣
−1𝑊𝐷𝑒

−1𝐻𝑇𝑅2𝜃2) (11) 

 

Note that 𝑋 ∈ 𝑅𝑛∗𝐿1 is the feature matrix (i.e. the image dataset). 𝜃1 ∈ 𝑅𝐿1∗𝐿2 and 𝜃2 ∈ 𝑅𝐿2∗𝐶  are 
two parameter matrices that are needed to be learned during the training process. 

 

3.5.  Our proposed hypergraph neural network 

Inspired by the work in [6] for graph neural network, we try to apply this work (idea) to develop our 

novel version for hypergraph neural network method. In this novel version, we initially compute the final 

solution matrix F of the classic hypergraph based semi-supervised learning method as in (7): 

 

𝐹 = (1 − 𝛼) (𝐼 − 𝛼𝐷𝑣

−
1

2𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−
1

2)

−1

𝑋 (12) (12) 

 

In this first step, we overcome the difficulty which is “only neighbors in the two-hop neighborhood 

are considered” of the graph neural network method and hypergraph neural network method [5-6]. The time 

complexity of this computation is still low since we employ the sparse matrix computation techniques, for 

examples, the conjugate gradient method, to solve the above sparse linear system of equations. Please note 

that, this first step can also be called the “feature propagation” step or “feature diffusion” step [24] (i.e. this 

step is not a “label propagation” step). Its purpose is to smooth the data (i.e. the feature matrix). This might 

lead to the high performance of our proposed hypergraph neural network method. In addition, let us define: 

 

𝑅3 = 𝑅𝑒𝐿𝑈 (𝐷𝑣

−1

2 𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−1

2 𝑋𝜃1) (13) (13) 

 

We compute the final output Z of the hypergraph neural network by: 
 

𝑍 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (𝐷𝑣

−1

2 𝐻𝑊𝐷𝑒
−1𝐻𝑇𝑅3𝜃2) (14) (14) 

 

Simply speaking, our novel method is the combination of the classic hypergraph based semi-

supervised learning method and the hypergraph neural network method. This combination might outperform 

the hyper- graph neural network alone (i.e. the current state of the art method of semi-supervised learning 

approach). The two main differences of our proposed method with the method proposed in [6] are:  
a) Initially, the input feature matrix X does not need to go through a neural network.  

b) At our final step, we compute the output Z of hypergraph neural network similar to the formula 

proposed by [5]. Please note that [5] proposed the formula to compute the output of the graph neural 

network. In the other words, in the method proposed in [6], the final solution matrix F of the hypergraph 

based semi-supervised learning method is just needed to go through only one layer of the neural 

network which is the softmax layer.  

 

 

4. EXPERIMENTAL RESULT 

In this section, we will apply the classic graph based semi-supervised learning method [25], the 

classic hypergraph based semi-supervised learning method, graph neural network method, hypergraph neural 
network method, and our proposed hypergraph neural network method to solve the noisy label learning 

problem. In the other words, we will test the noise robustness of these five methods. The three image datasets 
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that we will use in the experiments are the MNIST dataset, the USPS dataset, and the FASION MNIST 

dataset.  

 

4.1.   Dataset 

MNIST: This image dataset is the dataset containing the handwritten images from ‘0’ to ‘9’. There 

are 70,000 images in the dataset. There are 60,000 images in the training set and 10,000 images in the testing 

set. Obviously, the number of classes in this MNIST image dataset is 10. Each image in the dataset is the 28-

by-28 matrix (gray scale image). Our first task in the preprocessing step is to convert this gray scale image to 
1-by-784 vector. We achieve this task by concatenating every rows of the gray scale image to a “long” row 

vector. In the other words, we have the R70,000×784 feature matrix.  

USPS: This image dataset is also the handwritten image dataset from ‘0’ to ‘9’. However, in this 

dataset, there are just 9,298 images in the dataset. There are 7,291 images in the training set and 2,007 images 

in the testing set. The number of classes in this USPS dataset is 10. Each image in the dataset is the 16-by-16 

matrix (gray scale image). We concatenate every rows of the gray scale image (in this USPS dataset) to the 1-

by-256 “long” row vector. Thus, finally, we have the R9,298×256 feature matrix.  

FASHION MNIST: This image dataset is the dataset containing images of shoes, clothes, caps, etc. 

There are 70,000 images in the dataset. There 60,000 images in the training set and 10,000 images in the 

testing set. The number of classes in this FASHION MNIST image dataset is 10. Each image in the dataset is 

the 28-by-28 matrix (gray scale image). We concatenate every rows of the gray scale image to the 1-by-784 

“long” row vector. In the other words, we have the R70,000×784 feature matrix. This FASHION MNIST image 
dataset is considered the hardest image dataset to test in our experiments.  

 

4.2.   Experiments and result 

In order to reduce the noise and redundant features in the input feature matrices and in order to 

reduce the time constructing the graphs and hypergraphs from the three image datasets, we apply the 

dimensional reduction PCA technique to the three input feature matrices. Finally, the MNIST dataset is 

transformed to the R70,000×50 matrix. The USPS dataset is transformed to R9,298×50 matrix. The 

FASHION MNIST dataset is transformed to R70,000×300 matrix. The way constructing the graphs from the 

three image datasets can be found in [25, 26]. Next, we will discuss how to construct the incidence matrix H 

of the hypergraphs from the three image datasets. Please note that the number of hyperedges in the 

hypergraph is equal to the number of images in the dataset [27]. The image i belongs to hyperedge j if image 

i is among the k-nearest neighbor of image j or image j is among the k-nearest neighbor of image i. In this 

paper, k is chosen to be 5. 

Finally, from the computed H, we can compute the two terms (𝐷𝑣

−1

2 𝐻𝑊𝐷𝑒
−1𝐻𝑇𝐷𝑣

−1

2 ) and 

(𝐷𝑣
−1𝐻𝑊𝐷𝑒

−1𝐻𝑇) in the symmetric normalized hypergraph Laplacian and the random walk hypergraph 
Laplacian used in the classic hypergraph based semi-supervised learning method, the hypergraph neural 

network method, and our proposed hypergraph neural network method. The two main differences of our 

methods with other semi-supervised learning methods [28, 29] solv- ing the image classification problem 

with noisy labels are:  

a) Other semi-supervised learning methods just used the subsets of the MNIST and the USPS datasets. For 

example, in [28], the authors just used 10,000 images from MNIST to evaluate their methods. In the 

other hand, our methods use the complete MNIST, USPS, and FASHION MNIST image datasets.  
b) Our methods apply directly the PCA technique to the feature matrices of the three image datasets in 

order to reduce the time constructing the graphs and the hypergraphs of the three image datasets. To the 

best of our knowledge, this work has not been done before. The experimental results show that if we do 

not apply the PCA technique to the feature matrices of the three image dataset, the hypergraph neural 

network significantly outperforms the graph neural network. If we apply the PCA technique to the 

feature matrices of the three image datasets, the hypergraph neural network method does not 

significantly outperform the graph neural network method; however, both the hypergraph neural 

network and the graph neural network with PCA are better than the graph and hypergraph neural 

network without using PCA technique. These claims will be clarified in Tables 1, 2, 3, 4. 
In general, in this paper, what we want to achieve is clear: we would like to prove that the 

hypergraph neural networks (the current state of the art semi-supervised learning method and our proposed 
method) are at least as good as the graph neural network but sometimes lead to better accuracy performance 

measures. We run our five methods (Python code) on Google Colab with NVIDIA Tesla K80 GPU and 12 

GB RAM. The following Tables 1, 2, 3, and 4 show the experimental results of our five methods.  
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From the above three tables, we easily recognize initially and directly that when the noise level 

increases, our proposed hypergraph neural network outperforms the other methods (i.e. especially when the 

noise level reaches 45%). Second, from the experimental results, we see that the hypergraph neural network 

methods (both the current state of the art semi-supervised learning method and our proposed method) are at 

least as good as the graph neural network proposed by Thomas Kipf but sometimes lead to better accuracy 

performance measures. Finally, we can also easily see that the classic graph based semi-supervised learning 

method performs worst when the noise level increases. Last but not least, in the FASHION MNIST dataset, 

we would like to show that if we do not apply the PCA technique to the feature matrix of the FASHION 

MNIST image dataset, the hypergraph neural network significantly outperforms the graph neural network. 

This claim is shown in the following Table 4. 
 

 

Table 1. MNIST dataset: comparison of our five methods with various noise levels. The classification 

accuracy is reported (%) 
Noise level 0% 15% 30% 45% 

Graph based semi-supervised learn- ing 97.70 93.33 80.94 57.4 

Hypergraph based semi-supervised learning 97.65 97.56 97.54 84.49 

Graph neural network 97.39 97.31 97.11 86.15 

Hypergraph neural network (current state of the art semi-supervised 97.52 learning method) 97.52 97.40 97.34 87.07 

Proposed hypergraph neural net- work 97.72 97.69 97.30 91.65 

 

 

Table 2. USPS dataset: comparison of our five methods with various noise levels. The classification accuracy 

is reported (%) 
Noise level 0% 15% 30% 45% 

Graph based semi-supervised learning 95.06 94.96 92.82 66.26 

Hypergraph based semi-supervised learning 95.06 94.91 94.71 74.58 

Graph neural network 94.66 94.42 93.12 70.00 

Hypergraph neural network (current state of the art semi-supervised 97.52 learning method) 94.76 94.71 93.82 74.48 

Proposed hypergraph neural network 95.06 94.81 94.37 82.51 

 

 

Table 3. Fashion MNIST dataset: comparison of our five methods with various noise levels. The 

classification accuracy is reported (%) 
Noise level 0% 15% 30% 45% 

Graph based semi-supervised learning 86.13 85.75 84.02 63.61 

Hypergraph based semi-supervised learning 84.88 84.69 83.43 69.29 

Graph neural network 86.76 86.35 85.17 67.79 

Hypergraph neural network (current state of the art semi-supervised 97.52 learning method) 86.41 86.30 85.47 70.09 

Proposed hypergraph neural network 86.14 85.91 85.02 75.89 

 

 

Table 4. Fashion MNIST dataset: Comparison of the hypergraph neural network method (the current state of 

art semi-supervised learning method) and the graph neural network method  
Noise level 0% 

Graph neural network (without PCA) 79.98 

Hypergraph neural network (without PCA) 85.09 

Graph neural network (with PCA) 86.76 

Hypergraph neural network (with PCA) 86.41 

 

 

5. CONCLUSION 

In this paper, we have proposed the novel hypergraph neural network method. Our contributions are: 

(1) Reduce the time constructing the graph and the hypergraph by initially applying the PCA technique to the 

image dataset, (2) Our novel hypergraph neural network method is in fact the combination of the classic 

hypergraph based semi-supervised learning method and the hypergraph neural network proposed by [4] (i.e., 

the current state of the art semi-supervised learning method). The experimental results show that our 

proposed hypergraph neural network outperforms other semi- supervised learning methods as the noise level 

in the training set increases (~45%). In the other words, our proposed approach is quite robust to noise labels 

to some extent. Moreover, the hypergraph neural networks (the current state of the art method of semi-
supervised learning approach and our proposed method) are at least as good as the graph neural network 

proposed by Thomas Kipf, but sometimes lead to better accuracies. Last but not least, in the future work, we 

will combine the hypergraph p-Laplacian based semi- supervised learning method with the current state of 
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the art semi-supervised learning method (i.e. the hy- pergraph neural network proposed by [4]) to form a 

novel hypergraph neural network method. Finally, we can apply this novel method to various classification 

tasks such as protein function prediction, cancer classification, and speech recognition, to name a few.  
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