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 In terms of network simplification and regulation, software defined 
networking (SDN) is a new form of infrastructure that offers greater 
adaptability and flexibility. SDN, however, is an invention that is logically 

centralized. In addition, the optimization of the control plane and data plane 
in SDN has become an area deserving of more attention. The flow in 
OpenFlow has been one of the essential parameters in the SDN standards, in 
which every individual flow includes packet matching fields, flow priority, 
separate counters, instructions for packet forwarding, flow timeouts and a 
cookie. This research work is conducted to generate and collect flows from 
the OpenFlow switch in two scenarios; normal flows and when conflict 
policy rules are enforced in the network. In this article, throughput is used as 
a performance metric to evaluate the impact of flow conflict on two 

protocols, transmission control protocol (TCP) and the user datagram 
protocol (UDP). During the simulation of the SDN OpenFlow network, the 
metrics are tested using MININET. The results reveals that the existence of 
SDN conflict rules forces TCP and UDP to have a significant average change 
in bandwidth that eventually affects the network and operations performance. 
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1. INTRODUCTION  

In traditional distributed networks, operation of choice-producing systems identified by the control 

plane and transfer of data traffic (data plane) are implemented across networking devices (e.g., hubs or 

routers). This allows network providers individually manage the flow rules (e.g. forwarding, routing, service 

quality) for each unit [1]. In software-defined networking (SDN), a network architecture which splits the 

control logic and forwarding functions into various layers [2, 3], the control functions are organized through 

the SDN controller which is a logical component that operates as a control application framework. This 
software provides standards that control the actions of the data plane equipment. The machines only maintain 

the basic functions of transmitting messages in compliance with the rules stored in their flow tables on how 

they are processed [4]. 

OpenFlow (OF) is the standard network protocol that is used in SDN. One of its core elements of 

the SDN structure is the controller, which facilitates application creation through the north-bound API by 

functioning as the network operating system. The action of the controller greatly affects SDN; thus, its 

effectiveness significantly determines the performance of the SDN [5, 6]. The OpenFlow structure in SDN is 

shown in Figure 1. OpenFlow switches are made up of a variety of flow tables that are connected via an 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 22, No. 1, April 2021 :  307 - 314 

308 

OpenFlow protocol to a controller. This protocol has been used a means of transport or link between the 

switches and the controller. Flow tables are configured to ensure that packets are correctly stored and 

transmitted [7, 8]. A flow table is made up of several flow entries that include: Match fields, being used to 

match flows; Priority, being used to match the priority address of the flow; Counters, to be updated to match 

the packets; Instructions, to adapt the action taken or to handle the flow; Timeouts, total time or idle time 

before the timeout ends and; Cookie, the implicit value of the data chosen by the controller. The controller 

may use it to filter, adjust and delete flow data, but is not used when processing packets [6, 9].  

 

 

 
 

Figure 1. OpenFlow SDN architecture [6] 

 

 
Both Traditional networks and SDN s are affected by several types of flow conflicts which limit 

network performance [10]. Flow conflicts can be classified based on their rules and effect on the network into 

two main types, namely: Intelligible and Interpretative Conflicts. Since packet counters and timeout values 

are not important in the management of flow conflicts, the flow entries considered in the remainder of this 

study are limited to priority, match fields, and action fields. 

Conflicts that occur in the SDN depend on the impact and adjustment of features, such as priority 

and action. Several conflict forms appear in the controller and flow table when changes are made to flow rule 

policy or flow entry. In addition to being the major features that differentiate the traditional networks and 

SDNs, priority and actions also serve as the key components for developing the rule and flow entry in SDNs. 

To predict and detect flow conflicts in SDN, a labelled dataset must be readily prepared. This process 

requires all available referenced SDN datasets to be reviewed and evaluated. However, not all datasets that 
have been checked and reviewed include OpenFlow table features like priority and action. For this purpose, 

two topologies referenced by GitHub are used to generate and save flow entries [4]. These topologies have 

been used in previous research for flow conflict detection [9]. For the generation and collection of dataset in 

SDN, several studies and researches have been conducted using generation application to collect the 

generated flow from open flow switch as [1]. Also, several projects and researches exist that use GitHub as a 

reference for building and implementing the topology [11-13]. In this research, ryu controller is chosen to be 

used to enable implementation and updating of open flow table rules using python programming language. 

The log file in the switch captures and saves diverse file formats. Other research studies have also been 

conducted using Ryu controller in SDN [14-23]. 

 

 

2. PROPOSED METHOD  
The proposed solution will be implemented and run in the ryu controller as shown in Figure 2. The 

solution is used to generate and collect conflicting and normal flows from OpenFlow table version 1.3. The 

proposed model consists of three main phases, which are: generation of normal flow from running topology; 

creation and implementation of conflict rules in open flow table; and generation of conflicting flow. 
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Figure 2. The proposed generation flows model 

 

 

The algorithm to implement conflict policy rules with the generation and collection of OpenFlow 

switch flow entries is shown in algorithm 1. 

 
Algorithm 1. Generation and Collection SDN flow with implementation of conflict policy rules in OpenFlow switch  

   Input: flow required L, host R, flow attack D, flow1 ð, flow2 ñ, priority P, Protocol T, action Á.  
   Output: conflict rules in OpenFlow switch, CSV file for normal and conflict flows.  
   Procedure: topo (), ConRule (), geneflow (), csv () 
1. Topology implementation has function of (L, D, R, x)  
2. L=(L*20/100) +L 
3. D=L/2                                               

4. D= D/2, D/10+ 
5. For x in range (1, R+1) 
6. Update 7 conflict rules  
7. Conflict percentage = 10 
8. if (Pð > Pñ, Tð = Tñ, Áð = Áñ, Ỹ ð, ð. addr ⸦ ñ. addr or ñ. addr ⸦ ð. addr) then  
9. return redundancy conflict  
10. else if (Pð < Pñ, Tð= Tñ, Áð ≠ Áñ, ð. addr ⸦ ñ. addr) then  
11. return shadowing conflict 

12. else if (Pð < Pñ, Tð = Tñ, Áð ≠ Áñ, ñ. addr ⸦ ð. addr) then  
13. return Generalization conflict 
14. else if (Pð < Pñ, Tð=Tñ, Áð ≠ Áñ, ð. addr ∩ ñ. addr) then 
15. return correlation A conflict 
16. else if (Pð = Pñ, Tð=Tñ, Áð ≠ Áñ, ð. addr ⸦ ñ. addr or ñ. addr ⸦ ð. addr) then 
17. return correlation B conflict 
18. else if (Pð < Pñ, Tð=Tñ, Áð = Áñ, ð. addr ∩ ñ. addr) then 
19. return overlap conflict 

20. else, (Pð = Pñ, Tð = 0, Áð = Áñ, ð. addr ∩ ñ. addr or ñ. addr = ᴓ) then  
21. return imbrication conflict  
22. Flow cookie = 0  
23. start L4 
24. if buffer Id then  
25. mod = ofpflow, cookie = cookie id, buffer = buffer id, P= P, match =match, instruction =inst  
26. else   mod = ofpflow, cookie = cookie id, P=P, match =match, instruction =inst  
27. ip = pkt.get  

28. srcip = ip.src 
29. dstip = ip.dst  
30. Protocol = ip protocol  
31. match of protocol ICM or TCP or UDP 
32. Import CSV  
33. Update CSV  
34. f name = switch +str(dpid) 
35. Write CSV (fp, delimiter) 
36. Writer row (header) 

37. Writ.writerow(row) 

 

The following definitions have been used and applied in [10, 24]:  
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Definition 1.1 The subset of set of every possible hexadecimal numbers of 6-byte which also has 

OSI layer-2 (MAC) addresses is known as a frame space of a rule r. This corresponds to a 2-tuple (𝝐s, ϵd) 

where subscripts s and d denote source and destination addresses respectively.  

Definition 1.2 The subset of the set of all possible 32-bit numbers which represents the addresses of 

OSI layer-3 (IPv4) is known as a packet space of rule r. This corresponds to a 2-tuple (ζs, ζd) where 

subscripts s and d denote source and destination addresses respectively.  

Definition 1.3 A rule r segment space is defined as the subset of all possible set of 16-bit numbers 
that represents the layer-4 (TCP / UDP) addresses of the OSI. This corresponds to a 2-tuple (ηs, ηd) where 

subscripts s and d denote source and destination addresses respectively. 

Definition 1.4 A 6-tuple of frame space, packet space and segment space is called the address space 

n of a rule r. This is represented as (𝝐s, ϵd, ζs, ζd, ηs, ηd), where subscripts s and d denote source and 

destination addresses respectively. Since N is the universal set of space addresses, we have:  

Definition 1.5. A function ƒ: N → N that transforms n to n′ is defined as a flow rule r; where (𝝐′s, 
ϵ′d, ζ′s, ζ′d, η′s, η′d) denotes n′ alongside an associated action set a, that is capable of having any of the values. 

Hence, 

 

r: = ƒ (n)            a 

 

In the action fields of the rules, a set-field capability guarantees that all or none of the fields in n can 

be changed due the transformation function ƒ. The transformation function can add to the outcome of the 

initial transformation of n′ , considering instances where the operation set is a reference to a particular flow 

table. Formally,  

 

if r := ƒ (n) ----- a; ƒ (n) = n′ and a := ɡ(n′)-----   a′ then, r := ɡ (f (n)) ---- a′  

 

 

3. METHODOLOGY 
One of the research objectives of this study is to generate, collect and save normal and conflicting 

flows of a simulated SDN. Mininet platform [25] is used for this work in conjunction with ryu controller [26] 

and mininet simulator. Virtual Box [27], which is a virtual communication network on Mininet is also 

installed. Table 1 lists the simulation specifications of the simulation environment. 

 

 

Table 1. Specifications of the framework and the setting for the implementation of MININET 
Software /Hardware Specifications 

Processor  Intel Core i5 

RAM 12 GB 

System Ubuntu 18.04 

Controller Ryu 

Switch OpenFlow Version 1.3 

 

 

Network topologies are created in mininet and linked to the ryu controller. Both switches and hosts 

in the topologies are interconnected by a python programming language-based application named 

Topo.py. Figure 3 shows the two topologies created in this work (i.e., simple tree and fat tree topology) that 

generates the traffic automatically. The traffic generation consists of 1000 to 100000 flows, n flows. The 10 

iperf servers starts on each host. Every server listens to different ports (i.e., 8081, 8082, 8089). Flow 
generation is carried out to produce between 1000 and 100000 flows. This process entails a simple switch 1.3 

application, used as the base application as a L4 Match application is created. 
The following is used to generate new flows: src / dst ip, src/dst port and protocol. Every packet is 

passed on to the controller after which the controller installs a new flow in the switch. In OpenFlow switch 

version 1.3, the switch training method is still the same as earlier versions, however, flows now depend on 

Layer 4 Match rather than Layer 2. In order to create flow conflict, all flows are initially gathered in the 

controller where 10% of the flows are selected. The policy rules in the OpenFlow table are then updated to 

get new conflict flow response based on changes in the match field. After normal and conflicting flow 

creation has been completed in all of the switches throughout the topology, data capture is carried out by 

executing the flowstat application; this application is used to capture and save all the flow entries in CSV file. 

Python 2.7 programming language is used in a Linux environment to implement all the essential 

functions of the proposed method. The RYU controller is used in this experiment to ensure connection to 
OpenFlow switch version 1.3 to enable the two topologies to run and analyze the data. After all these phases 
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and procedures have been implemented and executed, and all the required data are generated and obtained 

from the OpenFlow switch. Figure 4 shows the samples of normal and conflicting flow entries collected and 

saved from OpenFlow switch. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

Figure 3. The network topologies used in MININET 

 

 

 
 

Figure 4. Sample of normal and conflict flows collected from the OpenFlow switch 

 

 

4. RESULTS AND DISCUSSION 

In this work, experimental simulations have been carried out in two scenario topologies as in Figure 

3. All testing and evaluation are executed according to the proposed method illustrated in Figure 2. 

 

4.1.   Result  

Transmission control protocol (TCP) as well as user datagram protocol ( UDP) have been leveraged 

for transmission packet across multiple connected devices in the network. (TCP) is a two - way data 

connection known to the source host from the destination host after all packets have been obtained by the 

destination. UDP is used to transfer smoother data flow between connected devices with monitoring and fail 

rate testing [6]. The quality of TCP and UDP protocols in terms of bandwidth and transfer rate have been 

compared and tested in pertinent relevant studies [28, 29]. In [30, 31], research simulations were performed 

to illustrate and evaluate the two protocols (TCP and UDP) in SDN networks. The algorithm presented in this 

research is evaluated on the two chosen topologies. TCP and UDP protocols are evaluated and checked for 

normal and conflicting flows over short and long periods according to the bandwidth.  

 

4.1.1. TCP bandwidth forwarding throughput  
TCP bandwidth forwarding throughput is simulated for both tree and fat tree topologies in Figure 

5(a, b). The test was initially applied for short time between 0-120 seconds before increasing it to 3600 sec (1 

hour) as in Figure 5(c, d). The result displays the throughput directly in Gbits per second for TCP traffic for 

one host connected to server within specific time interval. 

cookie' priority' src_mac' dst_mac' src_ip' dst_ip' protocol' src_port' dst_port' action' byte_count'packet_count'hard_time'outidle_time'outduration'_sec

120853 100 00:00:00:00:00:0100:00:00:00:00:0410.5.50.0/2410.211.2.65tcp 25129 8080 forward 162 3 0 0 193

120041 100 00:00:00:00:00:0100:00:00:00:00:0310.5.50.0/2410.211.1.63tcp 5054 8085 forward 162 3 0 0 248

121451 100 00:00:00:00:00:0400:00:00:00:00:0110.211.2.0/2410.5.50.5 tcp 8080 25171 forward 0 0 0 0 185

111414 100 00:00:00:00:00:0400:00:00:00:00:0110.211.2.0/2410.5.50.5 tcp 8080 25152 forward 232 4 0 0 185

211974 100 00:00:00:00:00:0400:00:00:00:00:0110.211.2.0/2410.5.50.5 tcp 8080 25066 forward 58 1 0 0 191

500058 103 00:00:00:00:00:0100:00:00:00:00:0310.5.50.5 10.211.1.63tcp 5072 8083 drop 0 0 0 0 138

221731 100 00:00:00:00:00:0100:00:00:00:00:0410.5.50.0/2410.211.2.65tcp 25043 8080 forward 162 3 0 0 195

111431 100 00:00:00:00:00:0400:00:00:00:00:0110.211.2.0/2410.5.50.5 tcp 8080 25166 forward 0 0 0 0 185

111560 100 00:00:00:00:00:0400:00:00:00:00:0110.211.2.0/2410.5.50.5 tcp 8080 25327 forward 0 0 0 0 183

500052 103 00:00:00:00:00:0100:00:00:00:00:0310.5.50.5 10.211.1.63tcp 5071 8083 drop 0 0 0 0 138

141396 100 00:00:00:00:00:0400:00:00:00:00:0110.211.2.0/2410.5.50.5 tcp 8080 25146 forward 0 0 0 0 185

Open Flow 

Switch 1.3 

 

Clients, 

Server  

Open Flow 
Switch 1.3 

 

Clients, 

Server  
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(a) 

 
(b) 

 

 
(c) 

 

(d) 

 

Figure 5(a, b). Comparison of TCP Bandwidth forwarding throughput for 120 sec, (c, d) Comparison of TCP 

Bandwidth forwarding throughput for 1 hour 

 

 

4.1.2. UDP bandwidth forwarding throughput  

UDP bandwidth forwarding throughput is simulated for both tree and fat tree topologies in Figure 
6(a, b). The test was initially applied for short time between 0-120 seconds before increasing it to 3600 sec (1 

hour) as in Figure 6 (c,d). The result shows the output in Mbits per second for host to server UDP traffic over 

specific time interval. 

Figure 5 and Figure 6 show the result of the two protocols (TCP/UDP) based on the respective 

througputs of the two types of topologies implemented in this research. The blues line in the figures indicate 

the normal flows while the brown line depict flows when conflict rules are implemented and updated in 

OpenFlow table. The results show that the conflict rules effects the network bandwidth, such that the 

bandwidth of flows with conflicts are lower compared to bandwidth of normal flows across all test times. 

 

 

 
(a) 

 
(b) 

  

Figure 6(a,b). Comparison of UDP bandwidth forwarding throughput for 120 sec 
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(c) 

 
(d) 

 

Figure 6(c, d). Comparison of UDP bandwidth forwarding throughput for 1hour 
 

 

4.2.   Discussion 

Two alternative topologies have been implemented and tested to measure and evaluate the 

bandwidth over specific times interval for TCP and UDP. Figure 5(a, b) provides a comparison of the short-

term forwarding throughput for TCP (0-120 sec). This shows a significant 37 % and 56% average decrease in 

throughput for simple tree and fat tree topologies respectively; due to conflict rules introduced and applied in 

the OpenFlow table. This decline happens when load is added to determine the traffic in flow table. Also, as 

shown in Figure 5(c, d) for time interval between 0-3600sec, the change in simple tree topology was 17 % 

while 31% for the fat tree topology. Figure 6(a, b) shows the results of findings on evaluating the second 
protocol (UDP). In this setup, a respective drop of 23% and 52 % for simple tree and fat tree topologies was 

observed while the network operates for a short period of time (0-120 sec). The drop that occurs when 

measuring the UDP shows why the UDP has a signigicant affect on essential operations such as real-time and 

online communications applications. The comparsion of bandwidth in Figure 6(c, d) for longer time interval 

of to 3600 seconds shows 11 % and 30 % drop in bandwidth of simple tree and fat tree topologies 

respectively.  

 

 

5. CONCLUSION 

This paper presents the generation and collection of flows in SDN. The flows were generated in two 

different scenarios; normal flows generation with normal producers and conflict policy rules application and 
update in the OpenFlow table to generate conflicting flows. The generation was carried out in two scenarios 

using two variations of network topologies (i.e., simple Tree and Fat Tree). The number of flows considered 

in this study ranges from 1000 to 10000 flows. In normal forwarding SDN, traffic generation is evaluated and 

checked using the throughput parameter of TCP and UPD protocols with and without the conflict policy rules 

modules. The mininet software emulator was used to perform the simulation results. The work shows that the 

implementation of rules for different conflict has significant effect on the bandwidth. The mininet network 

simulation shows that the drop in throughput is due to the OpenFlow implementation of conflict rules. The 

findings also showed a clear problem of conflict in SDN and its impact. Therefore, this requires further 

investigation to effectively resolve this problem. One of the findings is that in order to eliminate the conflict 

in SDN, it is important to detect and classify the conflict according to its forms. Thus, the future research will 

be dedicated to the identification and classification of flow conflicts. 
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