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 In this study, we develop a different parameter of three term conjugate 

gradient kind, this scheme depends principally on pure conjugacy condition 

(PCC), Whereas, the conjugacy condition (PCC) is an important condition in 

unconstrained non-linear optimization in general and in conjugate gradient 

methods in particular. The proposed method becomes converged, and satisfy 

conditions descent property by assuming some hypothesis, The numerical 

results display the effectiveness of the new method for solving test 

unconstrained non-linear optimization problems compared to other conjugate 

gradient algorithms such as fletcher and revees (FR) algorithm and three term 

fletcher and revees (TTFR) algorithm. The numerical results demonstrate the 

efficacy of the suggested method for solving test unconstrained nonlinear 

optimization problems from where a number of iterations and evaluation of 

function and A comparison of the time taken to perform the functions. 
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1. INTRODUCTION  

Researchers have studied the problem of unrestricted improvement as a matter of finding a solution 

to the minimization of the real function 𝑓(𝑥). 
 

𝑚𝑖𝑛
𝑥∈𝑅𝑛

𝑓(𝑥) (1) 

 

Whereas 𝑓(𝑥) a derivative function at least once.  

Conjugate gradient (CG) algorithms are important to solve for (1) problem using the following iterative 

method: 

 

𝑥𝑘+1 =  𝑥𝑘 + 𝛼𝑘 𝑑𝑘                𝑘 = 0,1,2 (2) 

 

Whereas 𝛼𝑘 calculates the step size in either exactly or inexactly line search using the following relation: 

 

𝑓(𝑥𝑘 + 𝛼𝑘 𝑑𝑘) = 𝑚𝑖𝑛
𝑎≥0

𝑓(𝑥𝑘 + 𝛼𝑘 𝑑𝑘) (3) 

https://creativecommons.org/licenses/by-sa/4.0/
mailto:hisham892020@uomosul.edu.iq


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

A new parameter in three-term conjugate gradient algorithms for unconstrained… (Alaa Saad Ahmed) 

339 

𝑑𝑘+1 is a search direction and it is known as the following formula: 

 

𝑑1 = −𝑔1                            𝑘 = 1 

𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘 𝑑𝑘       𝑘 ≥ 1 (4) 

 

𝑔
𝑘+1

 is a vector matrix of function 𝑓, and 𝛽
𝑘
 is a CG method parameter. 

 

Below are parameters for some conjugate gradient algorithms:  

𝛽
𝑘
 is calculated with the search direction 𝑑𝑘+1 in the following formulas: 

 

𝑑1 = −𝑔1, 𝑦𝑘 = 𝑔𝑘+1 − 𝑔𝑘 

 

1- 𝑑𝑘+1 = −𝑔𝑘+1 +
𝑔𝑘+1
𝑇 𝑔𝑘+1

𝑔𝑘
𝑇𝑔𝑘

𝑑𝑘 [1] 

 

2- 𝑑𝑘+1 = −𝑔𝑘+1 +
𝑦𝑘
𝑇𝑔𝑘+1

𝑔𝑘
𝑇𝑔𝑘

𝑑𝑘 [2] 

 

See [3]-[8]. 

There are three-term conjugate gradient methods for three parameters (FR, PR, HS) proposed by 

Zhang [9]. These three methods always achieve regression property. Below is the search direction for some 

three-term conjugated gradient methods:  

1) The conjugate gradient method (FR) with three-term is known as: 

 

𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽
𝐹𝑅𝑑𝑘 − 𝜃𝑘

(1)𝑔𝑘+1 

 

Whereas 

 

𝜃𝑘
(1) =

𝑑𝑘
𝑇𝑔𝑘+1
𝑔𝑘
𝑇𝑔𝑘

 

 

2) The conjugate gradient method (PR) with three-term is known as:  

 

𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽
𝑃𝑅𝑑𝑘 − 𝜃𝑘

(2)𝑦𝑘 

 

Whereas  

 

𝜃𝑘
(2) =

𝑔𝑘+1
𝑇 𝑑𝑘
𝑔𝑘
𝑇𝑔𝑘

 

 

3) The conjugate gradient method (HS) with three-term is known as:  

 

𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽
𝐻𝑆𝑑𝑘 − 𝜃𝑘

(3)𝑦
𝑘
 

 

Whereas  

 

𝜃𝑘
(3)
=
𝑔
𝑘+1
𝑇 𝑑𝑘

𝑦
𝑘+1
𝑇 𝑑𝑘

 

 

We notice that these methods always achieve the following property:  

 

𝑑𝑘
𝑇𝑔

𝑘
= ‖𝑔

𝑘
‖
2
< 0 ∀𝑘 

 

Here the regression property is achieved with 𝑐 = 1. 
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Often the researcher needs either exactly or inexactly line search when studying convergence and 

applying the CG method. Like the strong Wolf conditions.  

The strong Wolf conditions are to find k  
 

𝑓(𝑥𝑘 + 𝛼𝑘𝑑𝑘) ≤ 𝑓(𝑥) + 𝛿𝛼𝑘𝑔𝑘
𝑇𝑑𝑘 (5) 

 

|𝑑𝑘
𝑇𝑔

𝑘
(𝑥𝑘 + 𝛼𝑘𝑑𝑘)| ≤ −𝜎 𝑑𝑘

𝑇𝑔
𝑘
 (6) 

 

0 < 𝛿 < 𝜎 < 1 are constants according to Li and Weijun [3], [9], [10].  

In Section 2, we present the derivation of the new method using the FR conjugate gradient method with 

three-term. In Section 3, we explain the regression of the new method. In Section 4, we explain the absolute 

convergence of the new improved algorithm. In Section 5, the numerical results of the proposed algorithm are 

presented, and the performance of the new improved algorithm is compared with other algorithms in the same field.  

 

 

2. IMPROVING THE METHOD OF CONJUGATED GRADIENT FR WITH THREE-TERM 

 

𝑑𝑘+1 = −𝜆𝑔𝑘+1 + 𝛽𝑘
𝐹𝑅𝑑𝑘 − 𝜃𝑘𝑔𝑘+1 

 

Where 𝜆 ∈ [0,1] and using pure conjugacy condition [11] 

 

𝑦
𝑘
𝑇𝑑𝑘+1 = −𝜆𝑦𝑘

𝑇𝑔
𝑘+1

+ 𝛽
𝑘
𝐹𝑅𝑦

𝑘
𝑇𝑑𝑘 − 𝜃𝑘𝑦𝑘

𝑇𝑔
𝑘+1

= 0 

𝜃𝑘𝑦𝑘
𝑇𝑔

𝑘+1
= −𝜆𝑦

𝑘
𝑇𝑔

𝑘+1
+ 𝛽

𝑘
𝐹𝑅𝑦

𝑘
𝑇𝑑𝑘   

 

𝜃𝑘
𝑁𝐸𝑊 = −𝜆 + 𝛽

𝑘
𝐹𝑅 𝑦𝑘

𝑇𝑑𝑘

𝑦𝑘
𝑇𝑔𝑘+1

  (7) 

 

𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘
𝐹𝑅𝑑𝑘 − 𝜃𝑘

𝑁𝐸𝑊𝑔
𝑘+1

  (8) 

 

Algorithm: 

The conjugate gradient method (FR) algorithm with improved three-term: 

Step 1: Let 𝑥0 is an initial value, put 𝑑0 = −𝑔0 , 휀 > 0, 𝑘 = 0. 

Step 2: Determine the length of the step 𝛼𝑘 > 0 achieves the Wolfe conditions (5), (6). 

Step 3: Determine 𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘. If ‖𝑔𝑘+1‖ < 휀 then stopped. 

Step 4: Determine 𝛽
𝑘+1

 , 𝜃𝑘 from (7) and generate direction from (8). 

Step 5: Put 𝑘 = 𝑘 + 1. Go to step 2. 

 

 

3. REGRESSION PROPERTY OF THE NEW FORMULA 
We will mention the proof of the sufficient descent property for the conjugate gradient method (FR) 

algorithm formula with improved three-term (8). The sufficient descent property for the conjugated gradient 

algorithm is expressed as: 

 

𝑔
𝑘+1
𝑇 𝑑𝑘+1 ≤ −𝑐‖𝑔𝑘+1‖

2
 for 𝑘 ≥ 0 and 𝑐 > 0 (9) 

 

Theorem (1) 

The search direction (8) with the conjugation coefficient 𝛽
𝑘
𝐹𝑅  and the value of 𝜃𝑘 given by (7) will achieve 

(9) for all 𝑘 ≥ 1 values. 

Proof: by mathematical induction 

a) When 𝑘 = 0, then 𝑑0 = −𝑔0 → 𝑔
0
𝑇𝑑0 = −‖𝑔0‖

2
< 0 

b) Assume that the relation 𝑔
𝑘
𝑑𝑘 < 0 is true for each 𝑘. 
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c) We prove that the relation (9) is correct when 𝑘 = 𝑘 + 1 by multiplying both sides of the (8) by 𝑔
𝑘+1

. 

We get: 

𝑔
𝑘+1
𝑇 𝑑𝑘+1 = −𝑔𝑘+1

𝑇 𝑔
𝑘+1

+ 𝛽
𝑘
𝐹𝑅𝑔

𝑘+1
𝑇 𝑑𝑘 − 𝜃𝑘

𝑁𝐸𝑊𝑔
𝑘+1
𝑇 𝑔

𝑘+1
 

𝑔
𝑘+1
𝑇 𝑑𝑘+1 = −𝑔𝑘+1

𝑇 𝑔
𝑘+1
(1 + 𝜃𝑘

𝑁𝐸𝑊) + 𝛽
𝑘
𝐹𝑅𝑔

𝑘+1
𝑇 𝑑𝑘 

 

If  𝜃𝑘
𝑁𝐸𝑊 > 0 then 

 

𝑔
𝑘+1
𝑇 𝑑𝑘+1 < −𝑔𝑘+1

𝑇 𝑔
𝑘+1
(1 + 𝜃𝑘

𝑁𝐸𝑊) + 𝛽
𝑘
𝐹𝑅𝑔

𝑘+1
𝑇 𝑑𝑘 

𝑔
𝑘+1
𝑇 𝑑𝑘+1 < 0 

 

Thus, the regression property of the new method improved is proved. 

 
 

4. CONVERGENCE OF THE NEW IMPROVED ALGORITHM 

In this section, we will show that the three-term CG method with the coefficient of conjugation 𝛽
𝑘
𝐹𝑅 

and the value of  𝜃𝑘 given by (7) is absolutely convergent. We need the following assumptions to study the 

convergence of the new proposed algorithm: 

 

Assumptions (A1) [10], [12]-[14] 

We will impose the following assumptions on the codomain (target) function: 

a) Level set 𝑆 = {𝑥 ∈ 𝑅𝑛: 𝑓(𝑥) ≤ 𝑓(𝑥∘)} is a closed and restricted at the initial point. 

b) The codomain (target) function is continuous and derivable in some proximity of 𝑁 of level set 𝑠, and 

its grades are continuous (lipschitz continuous). This means that there is a constant 𝐿 > 0, as that: 

 

‖𝑔(𝑥) − 𝑔(𝑦)‖ ≤ 𝐿‖𝑥 − 𝑦‖   ∀x,y ∈ 𝑁 

 

c) The codomain (target) function 𝑓 is uniformly convex function, there is a constant number 𝑔 that 

achieves variance, as that:  

 

(𝛻𝑓(𝑥) − 𝛻𝑓(𝑦))
𝑇
(𝑥 − 𝑦) ≥ 𝜇‖𝑥 − 𝑦‖2  ,  for any 𝑥, 𝑦 ∈ 𝑆 

 

On the other hand, using assumptions (A1) there is a positive constant 𝐵, as that: 

 

‖𝑥‖ ≤ 𝐵  , ∀𝑥 ∈ 𝑆 

  𝛾 ≤ ‖𝑔(𝑥)‖ ≤ 𝛾  , ∀𝑥 ∈ 𝑆 (10) 

 

Lemma [10], [15], [16]  

We present assumptions (A1) and (10) are achieve, and by referring to (8) for the conjugate gradient where 

𝑑𝑘 is a sloping search direction, and the length of step 𝛼𝑘 is obtained from the strong search line for Wolfe. 

If 

 

∑
1

‖𝑑𝑘+1‖
2
= ∞

𝑘>1

 

 

we get 

 

𝑙𝑖𝑚
𝑘→∞
(𝑖𝑛𝑓‖𝑔

𝑘
‖) = 0 

 

Theorem: 

We propose assumptions (A1) and (10) are accomplished by regression condition. The conjugate gradient 

method with the coefficient of conjugation 𝛽
𝑘
𝐹𝑅

 and the value of 𝜃𝑘 is given by (7), as if 𝛼𝑘 is fulfilled with 

two strong wolf conditions (5) and (6). Since the codomain (target) function is uniformly convex at the plane 

of the set 𝑆, then the equation 𝑙𝑖𝑚
𝑘→∞

𝑖𝑛𝑓‖𝑔
𝑘
‖ = 0 is achieved. 
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Proof: 

‖𝑑𝑘+1‖ = ‖−𝑔𝑘+1 + 𝛽𝑘
𝐹𝑅𝑑𝑘 − 𝜃𝑘

𝑁𝐸𝑊𝑔
𝑘+1
‖ 

‖𝑑𝑘+1‖ ≤ ‖𝑔𝑘+1‖ + 𝛽𝑘
𝐹𝑅‖𝑑𝑘‖ + 𝜃𝑘

𝑁𝐸𝑊‖𝑔
𝑘+1
‖ 

‖𝑑𝑘+1‖ ≤ ‖𝑔𝑘+1‖(1 + 𝜃𝑘
𝑁𝐸𝑊) +

‖𝑔
𝑘+1
‖
2

‖𝑔
𝑘
‖
2
‖𝑑𝑘‖ 

‖𝑑𝑘+1‖ ≤ ((1 + 𝜃𝑘
𝑁𝐸𝑊) +

‖𝑔
𝑘+1
‖

‖𝑔
𝑘
‖
2
‖𝑑𝑘‖)‖𝑔𝑘+1‖ 

∑
1

‖𝑑𝑘+1‖
𝑘≥1

≥

(

 
 1

((1 + 𝜃𝑘
𝑁𝐸𝑊) +

‖𝑔𝑘+1‖
‖𝑔𝑘‖

2 ‖𝑑𝑘‖)
2

)

 
 1

𝛾2
∑1 = ∞ 

 

using the lemma above 

 

𝑙𝑖𝑚
𝑘→∞
‖𝑔

𝑘
‖ = 0 

 

 

5. NUMERICAL RESULTS 

In this section, we discuss the numerical results of the new improved algorithm that we obtained 

from using the new formula in (8) for a set of test functions in unrestricted non-linear optimization [17]. To 

evaluate the performance of this proposed algorithm, the results of (75) functions [18] that were included in 

this study were chosen to compare with the other classical conjugate gradient method (FR, TTFR), shown in 

the source [17]. All codes were written using Fortran 77 and MATLAB R2009b. Using a comparison of 

Dolan and More´ we notice through Figures 1-3 a clear superiority of the new improved algorithm with 

respect to the number of iterations in Figure 1 and the number of times the function is calculated in Figure 2 

and also in terms of the cpu time taken to implement the program in Figure 2 in Dimensions 𝑛 =
100,200, … ,1000 [19]. We also wrote a Table 1 for (22) unrestricted non-linear optimization functions to 

show the efficiency of the new improved method for numbers of iterations (Iter), and the number of function 

evaluations (FE) in Dimensions 100, with stop test ‖𝑔𝑘+1‖ < 10
−6 There are other research in the same field 

but with different test functions. For more see [5], [20]-[29].  

 

 

Table 1. Unrestricted non-linear optimization functions to show the efficiency of the new improved method 

for numbers of iterations (Iter), and the number of function evaluations (FE) in Dimensions 100 
Problems Dim Iter FE 

  NEW FR TTFR NEW FR TTFR 

Freudenstein & Roth 100 84 1529 328 1979 44092 9131 

Extended Rosenbrock 100 35 43 42 73 87 82 

Extended White & Holst 100 32 37 35 68 77 70 

Extended Beale  BEALE 100 14 15 15 27 29 28 

Perturbed Quadratic 100 96 101 100 144 155 153 

Raydan 1 100 78 90 86 118 138 133 

Diagonal 2 100 63 64 71 105 105 121 

Diagonal 3 100 190 203 242 2772 3075 4869 

Hager 100 27 47 31 44 565 49 

Generalized Tridiagonal 1 100 23 23 24 45 45 50 

Extended Powell 100 53 71 79 101 136 151 

Extended Cliff 100 12 fail 19 30 fail 46 

Quadratic Diagonal 100 53 54 53 95 95 96 

Extended Hiebert 100 78 87 85 170 188 187 

Extended Quadratic Penalty 100 24 29 25 55 61 53 

BDQRTIC  100 310 532 587 6084 11664 11457 

TRIDIA  100 348 364 392 542 566 624 

Broyden Tridiagonal 100 29 31 31 53 49 49 

Tridiagonal Perturbed Quadratic 100 99 109 105 157 173 167 

Extended DENSCHNC 100 14 15 18 26 27 31 

BIGGSB1 100 477 617 533 750 985 837 

Extended Block-Diagonal 100 14 15 15 24 26 26 
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Figure 1. A comparison of the number of iterations 

 

 

 
 

Figure 2. A comparison of the number of times a function is calculated 

 

 

 
 

Figure 3. A comparison of the time taken to perform the functions 
 

 

6. CONCLUSIONS 

We presented in this research a new type of TTCG algorithm to solve the problems of unconstrained 

optimization, and the proposed algorithm has shown a high efficiency in solving these problems with the 

least number of iterations and with higher accuracy in reaching the approximate solution of the function. 
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