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 In recent time, the applications' diversity of wireless sensor network (WSN) 
attracts many researchers. WSN comprises of many sensor nodes with 
limited battery power. Therefore, energy consumption should be controlled 
to the optimum. Clustering is an efficient solution for energy management in 
WSN, but clustering does not consider the sink node location. It will cause 
the energy hole problem in multi-hop routing. Energy hole problem was 
solved by unequal clustering. A review of various unequal clustering 

mechanisms is presented in this paper. The comparison between the various 
mechanisms was based on cluster head election process, cluster properties, 
simulation parameters and energy efficiency to highlight a more efficient and 
scalable unequal clustering algorithm for WSN. 
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1. INTRODUCTION  
Recent advances in wireless communication technologies and digital electronics have produced a 

small device called 'nodes'. These nodes can sense, monitor and gather important information from their 

surrounding environment. The collected information/data will be processed and sent to the nearest sink node 

through wireless sensor network (WSN) for real-time decision-making. The WSN is a low-cost wireless 

network that can be rapidly deployed in hard-to-reach places, such as in an underground and underwater 

environment. The underground sensor nodes are provided with high transmission power to overcome the 

noisy channel attenuation. In contrast, the underwater sensor nodes are designed to be waterproof and 

resistant to moisture and salinity [1-5]. 

Also, WSN is used in diverse applications, such as health monitoring [6-8], process  

monitoring [9-11], disaster prevention [12-14], and pipeline corrosion detection [15-17]. WSN is constrained 

by limited battery power, less bandwidth capacity, limited radio channel, and processing capabilities. Various 
researchers are working to overcome these constraints, especially on prolong the network lifetime by 

minimizing energy consumption [18-23]. 

Clustering is an efficient mechanism for minimizing the sensor nodes energy consumption in WSN, 

as illustrated in Figure 1 [24-27]. Clustering mechanism prevents every sensor nodes from sending the 

collected data by assigning a cluster head (CH) for every sensor members to forward the aggregated data to 

sink node via a single or multi-hop connection. There is two types of traffic between sensor nodes in 

clustering: the intra-cluster and inter-cluster traffic. The traffic between CH and its cluster members is  

https://creativecommons.org/licenses/by-sa/4.0/
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intra-cluster traffic while the traffic between CH to other relaying CHs till reach to the sink node is  

inter-cluster traffic. Clustering mechanism reduced the traffic load and extended the network lifetime. 

Despite these advantages, the CHs near the sink node dissipates their energy faster. They have to receive the 

intra-cluster traffic from their cluster members and collect and forward the inter-cluster traffic from other 

relaying CHs to the sink node causing the energy hole problem. Figure 1 shows the clustering approach in 

WSN. 

 

 

 
 

Figure 1. The clustering approach in WSN [28] 

 

 

A low energy adaptive clustering hierarchy (LEACH) is the most famous clustering protocol in 

WSN [29]. In this type of routing protocol, a clustering mechanism is utilized to reduce the energy 

consumption. LEACH protocol consists of several rounds. Each round starts with the setup phase and ends 

with the steady-state phase. The sensor nodes received the advertisement messages from the CHs that they 

generated randomly and sent a join request message. Finally, each CH establishes a TDMA schedule and 

send it to the member nodes [30]. Every CH aggregates the collected data from its member nodes in the 
steady-state phase and forward it to the sink node based on single-hop communication [30]. 

The unequal clustering mechanism is a solution for clustering in WSN. It is adopted to reduce the 

cluster size near to the sink node [31-35]. In contract, the distance far from the sink node produces a large 

cluster size. This mechanism saved inter-cluster traffic energy by reducing the intra-cluster traffic for CHs 

near to the sink node. The overhead between intra-cluster and inter-cluster traffic is balanced by unequal 

clustering mechanism. Figure 2 shows the structure of unequal clustering mechanism.  

A few survey researches works have been done for unequal clustering based on the literature, unlike 

clustering. The authors in [37] presented a survey of unequal clustering algorithms. They compared them 

based on node deployment in fields, node type, number of nodes in a cluster, energy efficiency, sink node 

location awareness and heterogeneous level. Another study presented by [38]. It concludes that hybrid 

unequal clustering with layering protocol (HUCL) perform better than others concerning network lifespan 
and other metrics. A comparative study between various unequal clustering algorithms is presented by [28]. 

They explained the clustering features for the unequal clustering technique and clarified the algorithm's 

nature adopted in the clustering. In [36], the objectives and unequal clustering protocols characteristics are 

discussed. A comparative study between different unequal clustering algorithms is presented concerning CH 

properties, clustering process, and cluster properties. The importance of unequal clustering algorithms in 

solving the energy hole problem caused by clustering in WSN and the few published survey research papers 

on unequal clustering algorithms motivate us to do this study. This paper compares various unequal 

clustering techniques based on CH election process, cluster properties, simulation parameters, and energy 

efficiency. Section 2 presents the mechanism used in various unequal clustering routing algorithms, while 

section 3 compares them. Finally, section 4 concludes the paper.  
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Figure 2. The structure of unequal clustering mechanism [36] 

 

 

2. UNEQUAL CLUSTERING ALGORITHMS 

The mechanism used in various unequal clustering algorithms is discussed in this section. 

 

2.1.   Energy efficient unequal clustering (EEUC) 

EEUC is used for periodical data gathering in WSN [31]. EEUC partitioned the network into 
unequal cluster size to solve the energy hole problem by calculating the distance between sensor nodes and 

sink node based on received signal strength. Unequal cluster size produces a small cluster near to sink node 

to save energy for inter-cluster traffic. Several temporally CHs are selected in EEUC with higher residual 

energy based on a probability function. Suppose there is more than one temporally CH in the same 

competition radius. In that case, the temporally higher residual energy CH becomes the final CH, and the 

other CH was pushing out from the competition. EEUC adopt multi-hop communication. There is a threshold 

to decide whether the CH connect directly to the sink node or relaying the packet by another CH. The CH 

with higher residual energy is eligible to be a relaying node. EEUC outperforms LEACH and HEED in 

network lifetime and energy consumption but considers only residual energy as a metric to choose CH. 

 

2.2.   Improved energy efficient unequal clustering (I-EEUC) 
I-EEUC is an improved version of EEUC to solve the energy hole problem of clustering [39].  

I-EEUC adopt a flooding method for distance calculation between sensor nodes and sink node based on hops 

rather than received signal strength that has been adopted in EEUC. The flooding method is more accurate 

than received signal strength when there are obstructions in the network. The node degree for each node in 

IEEUC is determined based on hops. The transmission radius is adjusted based on node degree to save 

energy for inter-cluster communication by reducing the cluster size near to sink node. The selection of CH in 

I-EEUC is same as EEUC. After the clusters are formed, the hops play an essential role to create a 

communication link between CH and its node members. I-EEUC performs better than EEUC in energy 

consumption and uses only the residual energy as a metric to choose CH. 

 

2.3.   Energy-aware unequal clustering with fuzzy (EAUCF) 
EAUCF is a distributed, competitive unequal clustering algorithm to address the hot spot problem in 

WSN [40]. In EAUCF, a random number is generated randomly by every sensor node in each round to 

compare it with the predefined threshold value. The threshold value is the desired CHs percentage 

temporally. The node becomes a temporally CH when its random number less than a predefined threshold. 

Unlike EEUC, EAUCF calculates the competition radius for each temporally CH based on the distance to the 

sink node and residual energy. The competition radius is the range in which the temporally CH advertising 

message can reach the nearby nodes-the fuzzy logic approach utilized by EAUCF to calculate the 

competition radius. The distance to the sink node and residual energy are two fuzzy input variables. Based on 

the two fuzzy variables, the temporally CH node decreases its competition radius dynamically when its 

energy becomes low and near the sink node to avoid the dead node. After every temporally CH node 
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calculates the competition radius, the temporally CH nodes start the CH competitive phase by sending the 

candidate CH message. The higher residual energy node wins the competition and becomes the final CH. The 

final CH node sends the join request message to the nodes within its competition radius to form a cluster. 

EAUCF balances the energy load between sensor nodes better than LEACH and EEUC but does not consider 

the node degree in the CH selection process. 

 

2.4.   Distributed load balancing unequal clustering using fuzzy logic (DUCF) 

DUCF is a distributed scheme for uniform distribution of energy between CHs to solve the 
clustering problem [41]. There are two phases in DUCF cluster formation and data aggregation. In the cluster 

formation phase, node degree, residual energy and distance to sink node are three input variables for the 

fussy inference system (FIS). The output of FIS is chance and size. Chance is used to choosing the CH while 

size partition the network into a cluster of unequal size to ensure small cluster size near the sink node. DUCF 

adopts a multi-hop connection between CHs to deliver data packets to sink node and preserve energy for 

inter-cluster traffic in data aggregation phase. Based on the simulation results, DUCF performs better than 

LEACH, CHEF and EAUCF.  

 

2.5.   Unequal-clustering routing algorithm (UCRA) 

The unequal clustering algorithm (UCA) is combined with multi-hop routing to form a UCRA [42]. 

The UCA start in the deployment stage in which the sink node computes its distance to each node. After that, 

the sink node location and maximum and minimum distance are broadcasted by sink node-this information 
helps produce unequal cluster size. In the next stage, each sensor node computes its competition radius. The 

competition radius decreases when the distance to the sink node decrease. Therefore, more clusters are 

produced near to the sink node to preserve more energy for inter-cluster traffic. Finally, the CHs with 

minimum node degree and higher residual energy are selected to form the clusters [43]. After the clusters are 

formed, the CHs start to aggregate the collected information from their member nodes. 

The source CH calculates the optimal one-hop distance and its distance to the sink node in the multi-

hop routing algorithm. Based on the location information, the source CH calculates the optimal next hop 

cluster member. After that, the source CH broadcasts the query message to nearby CHs. The CH receiver this 

message calculates their distance to the sink node. If their distance is less than source CH distance, the nearby 

CHs reply to the source CH. Then, the source CH calculates the distance between the nearby CHs and its 

optimal next-hop member node to find the nearby CH closest to the optimal next-hop member node. Finally, 
the packet is routed from the source CH to the nearby CH, and the procedure is repeated to reach the sink 

node. The optimal next-hop member node serves as an alternative relay node when there is no relay CH node. 

UCRA outperforms HEED and EEUC by minimizing the speed of the first node dies but ignores the sink 

node location in the CH election process. 

 

2.6.   Fuzzy logic based unequal clustering (FBUC) 

FBUC is an improvement version of EAUCF [44]. At the first round of FBUC, a random number 

generates for each node. Unlike EAUCF, FBUC uses probabilistic threshold value. The node becomes a 

candidate CH when its random number less than a predefined threshold value. After that, the fuzzy logic with 

three variables is used to calculate the candidate CHs competition radius. The node degree, residual energy, 

and distance to the sink node are the three variables. The node degree variable ensures that competition 
radius for the candidate CH near to the sink node has a small size. Each candidate CH calculates its 

competition radius and send CH message to its neighbours, including its ID, residual energy and competition 

radius. The candidate CH becomes a final CH when its residual energy greater than the neighbour nodes. The 

member nodes use two fuzzy variables: distance to the sink node and node degree to join the appropriate CH. 

The member node chooses the CH that has a minimum distance to it and less node degree. FBUC 

outperforms LEACH and EAUCF in the energy consumption and network lifetime but uses only three fuzzy 

variables: close, medium and far for the distance to the sink node. Therefore, these three variables are not 

appropriate for a large scale network.  

 

2.7.   Unequal clustering based on network partition and distance (UCNPD) 

UCNPD is proposed by [45] to consider energy balancing based on network partition and distance. 

In the initial stage, UCNPD calculates the distance between the sink node and sensor nodes based on the 
received signal strength indicator (RSSI). The network in UCNPD is partitioned to near area nodes and non-

near area nodes. The near area nodes are responsible for forwarding the inter-cluster packets directly to the 

sink node via single-hop communication. These nodes do not participate in the cluster reconstruction to 

maintain their energy for relaying packets to the sink node. In the clustering stage, the non-near area nodes 

calculate the competition radius. Once the competition radius information is transmitted, they count the node 
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degree. After that, a timing time is calculated by each node to choose a CH. During this time, the nodes that 

will receive a broadcast message leave the competition and wait for the state while the node that does not 

receive any message becomes a CH and broadcasts a CH message. Then, the waiting nodes form the cluster 

with the appropriate CH. The nodes with higher residual energy, larger competition radius and higher node 

degree are more eligible to become a CH. After the clusters are formed, the CHs collect and aggregate 

information from their cluster members. The CH forward the information to the sink node via intermediate 

CH and choose the next hop according to the selected function. The higher residual energy and lower degree 

node become the next hop CH node. The near area nodes construct a CH with zero member nodes and 

forward the received information directly to the sink node. UCNPD balance the energy consumption between 

sensor nodes better than LEACH, EEUC and I-EEUC but not pay attention to the residual energy in the 
competition radius calculation. 

 

2.8.   Unequal cluster-radius based on node density (URBD) 

URBD is a distributed clustering algorithm to solve the energy hole problem in WSN [46]. It starts 

with the CH selection phase in which the cluster's maximum arbitrary radius (RT) is assigned to each sensor 

node. The RT is updated when the distance to the sink node by every sensor node is specified. It generates 

unequal cluster size with a decreasing radius as it approaches the sink node. The nodes that do not receive a 

control message can calculate their distance to the sink node based on another node's information. Hence, 

network scalability will increase. After every node calculated their size, they start to send a query message 

within their RT to find their neighbours. Finally, a random number is generated for each node to become a 

CH and calculates the probability value and send it to its neighbours. The nodes compare the received 
probability values from other nodes and leave the competition if they value less than the received value. The 

advantage of URBD is that the competition does not repeat in every round. This mechanism mitigates the 

control overhead in the network. Since the current CH know its member nodes distance and residual energy, 

the node with minimum distance and higher residual energy become the new CH.  

The nodes that leave the competition in the first round calculate the scoring function and decide which CH to 

join. The nodes join a CH that is closest to them and less node density. 

In the communication phase, CHs collect and aggregate the data from their members via intra-

cluster single-hop connection and forward it to the sink node via the inter-cluster multi-hop link. URBD 

reduces the control overhead in the whole network and extends the network lifetime. The simulation result 

shows that URBD outperforms other protocols in scalability. 

 

2.9.   Fuzzy and ant colony optimization based combined MAC, routing and unequal clustering  

cross-layer protocol (FAMACROW) 

 FAMACROW is a cross-layer protocol designed based on the combination of hierarchical clustering 

with MAC [47]. There are three phases in FAMACROW: network setup, neighbour finding and steady-state 

phase. The sensor nodes are divided into several layers in the network setup phase. Each node uses a non-

persistent CSMA MAC protocol to broadcast its information to neighbouring nodes in its layer during the 

neighbour finding phase. The steady-state phase consists of clustering, CH selection and data delivery to the 

sink node. Residual energy, communication link and node degree are the three fuzzy variables used to select 

CH. In the clustering process, nodes in the first layer pushing out from the competition to be a CH and 

forward the received packets directly to the sink node. FAMACROW divided the network into unequal 

cluster size to mitigate the hot spot problem. FAMACROW also delivers the inter-cluster traffic to the sink 

node using the ant colony optimization algorithm (ACO). The residual energy, queue length, distance to sink 
node, and delivery likelihood are four parameters used by ACO to choose the relaying CH. FAMACROW 

outperforms UCR, ULCA, EAUCF, and IFUC in energy consumption, network lifetime and throughput. 

 

2.10.   Comparison between various unequal clustering routing protocols 

A comparison between various unequal clustering routing protocols is illustrated in Table 1. The 

table started by comparing different unequal clustering algorithms based on the CH selection process 

parameters consisting of residual energy, node density (no. of nodes) and sink node location. Next, the 

comparison between various algorithms is based on clustering properties (single-hop intra-cluster and  

multi-hop inter-cluster). The comparison between various algorithms are subsequently based on simulation 

parameters used (node type, node deployment in field and sink node location). Finally, the comparison 

between various algorithms is based on the most critical factor in WSN routing protocol: energy efficiency. 

Some routing algorithms use only residual energy as a metric for CH selection while others used two or three 
metrics. The routing algorithms that adopt residual energy, node density and sink node location are more 

energy-efficient and reliable. 

Table 1. A summary of various unequal clustering algorithms 
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Note: CHEF: cluster head election using fuzzy logic; HEED: hybrid energy-efficient distributed; RE: residual energy; SN: sink node; 

NN: number of nodes; 

ULCA: unequal layered clustering approach; IFUC: improved fuzzy unequal clustering 

 

 

3. CONCLUSION 

Unequal clustering eliminates the energy hole problem caused by clustering by distributing the 

energy load between sensor nodes and extending the network lifetime. We reviewed various unequal 

clustering proposed algorithms in this paper. We compared them based on CH selection parameters, cluster 

properties, simulation parameters and energy-efficient. EEUC and I-EEUC choose a CH with higher residual 
energy. UCRA ignores the sink node location while EAUCF does not consider the node density. DUCF, 

FBUC, UCNPD, URBD and FAMACROW use distance to the sink node, node density, and residual energy 

as a metrics for CH selection perform better in reducing the energy consumption between sensor nodes. 

Despite DUCF, FBUC and UCNPD use triple metrics to choose CH like URBD and FAMACROW, but 

URBD adopts a dynamic competition radius. Also, nodes that have not received a control message from the 

sink node calculate their distance via another nodes knowledge to increase the scalability. FAMACROW use 

delivery likelihood in inter-cluster communication and LQI in cluster head selection process to improve 

reliability. We conclude that URBD is more suitable for large networks, and FAMACROW is ideal for 

reliable applications. 
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