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Structural changes that occur due to outliers may reduce the accuracy of an
estimated time series model, shifting the mean distribution and causing
forecast failure. This study used general-to-specific approach to detect
outliers via indicator saturation approach in the local level model framework.
Focusing on impulse indicator saturation, performance recorded by the
suggested approach was evaluated using Monte Carlo simulations. To tackle
the issue of higher number of regressors compared to the number of
observations, this research utilized the split-half approach algorithm. We
found that the impulse indicator saturation performance relies heavily on the
size of outlier, location of outlier and number of splits in the series examined.
Detection of outliers using sequential and non-sequential algorithms is the
most crucial issue in this study. The sequential searching algorithm was able
to outperform the non-sequential searching algorithm in eliminating the non-
significant indicators based on potency and gauge. The outliers captured
using impulse indicator saturation in financial times stock exchange (FTSE)

United States of America (USA) shariah index correspond to the financial
crisis in 2008-2009.
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1. INTRODUCTION

Observation data used in empirical models are assumed to originate from stationary process. In
reality, most real-time series data are not stationary and their means and variances vary with the data. The
changes may take various forms, magnitudes and numbers. Any structural change in time series may affect
parameter estimation, especially estimation of economic and financial indicators. An outlier in time series is
also known as an unusual large value of irregular disturbance at a specific time. The existence of outlying
observations and structural changes always raise a big question on the accuracy and efficiency of the
estimated model. Failing to model the structural changes may lead to misspecification of the empirical model
and forecast accuracy [1]. These are the common problems when dealing with structural changes in time
series data. Hence, this study proposed to solve the problem of distortion in the parameter due to presence of
outliers using the indicator saturation approach in general-to-specific (GETS) modelling.

General-to-specific modelling is widely used to model economics and finance data. The idea of model
selection originated with [2] by revisiting [3] work on data mining experiment. Hendry and Krolzig [4]
improved the automated multipath GETS modelling using MATLAB code simulations by increasing the
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computational power 1000-fold. The results attracted [4] to make further improvements of the selection
algorithm in Autometrics. Then, they made the algorithm works in computer program viz PcGets. Another
improvement made with the third implementation of GETS in Autometrics was by [5] that works using the
same approach as in [2] and [4]. Indicator saturation method was embodied in Autometrics by [6] to capture
outliers and structural breaks in the saturated regression model. In addition, recent study by [7] employed
indicator saturation approach in Autometrics to model the location shifts and structural breaks in non-
stationary big data.

General processes used to identify both outliers and structural breaks using state-space models are
further discussed in [8]. It is important to capture the outliers in a model immediately to avoid
misspecification of parameter estimation and improve forecast accuracy. Specifically, the indicator saturation
approach is used to detect if the outlier is close to forecast origin. Hendry [9] started his work on impulse
indicator saturation (I1S) to test the unknown amount of outlier, sign and magnitude occurring at unknown
locations in time series data. The idea of 1IS was first introduced to model US food demand in 1930s and
1940s [10]. To detect outliers, the method created a pulse dummy variable for each result obtained by the
study. This is an active and burgeoning area of research. Numerous studies on the indicator saturation
approach with economic applications can be found in [11]-[16]. The application of indicator saturation is not
only limited to economic research, but also applicable to other areas of research such as climate change [17].

At present, research about the performance of indicator saturation especially from structural time
series viewpoint is done by [14] using basic structural model (BSM) only. The work presented in this paper is
motivated by the fact that outliers can be identified and modelled via the indicator saturation approach.
Therefore, we aim to apply impulse indicator approach in the context of the local level model (LLM). The
state-space framework chosen has an advantage over other time series models since the state-space method is
able to handle non-stationary data. Typically, econometricians handle non-stationary data using differencing
approach that reduces the integration order as in [18]. However, this approach is not able to model any
long-run equilibria such as relationships in the data. Therefore, we propose to integrate the 11S in state-space
model framework since it can handle non-stationary data. Apart from that, the suggested framework is able to
handle missing or incomplete data, time-varying regression coefficients and multivariate extensions. Hence,
we decide to take a new look on the local level model, which consists of a random disturbance around an
underlying level which fluctuates without any specific direction. LLM is known as the simplest model in the
state-space family and it may be described in state-space forms. We refer to [19] for detailed analysis
treatment of state-space methods. The main benefit of LLM is its fully deterministic state-space models can
also be addressed as classical linear regression models. The primary advantage of state-space methods is it
fits better to data than classic linear regressions model [20].

Prior works in [21] and [22] do not employ IS in Gaussian state-space model. Meanwhile, [14]
applied impulse and step indicators to detect outliers and level shift in the basic structural model. Our study
attempts to contribute to the literature by examining the performance of 11S in the context of the local level
model by assessing the performance of IIS in LLM through Monte Carlo simulations replicated at M = 1000
times. Further, we apply the impulse indicator saturation to identify outliers in shariah-compliant stock price
series, specifically financial times stock exchange (FTSE) hijrah shariah and FTSE all-world shariah. In
addition, no study has made the effort to understand the effectiveness of indicator saturation integration in
state-space model using gets package in R programming language. The gets package developed by [23] was
able to automatically determine the required model based on general-to-specific modelling and indicator
saturation. Hence, we aim to provide details of simulation analysis using gets package in the context of state-
space model.

The rest of this paper is arranged as; section 2 elaborates the structure of the local level model for
outlier detection and introduces the concepts of indicator saturation approach and how the approach can be
applied into the local level model framework. Section 3 describes the simulation setting for the Monte Carlo
experiment and shows the performance of Monte Carlo simulations on the detection power of IIS. Then, IIS is
applied to real stock price data for detecting outliers in section 4. Finally, section 5 wraps up the whole paper.

2. RESEARCH METHOD

A simple example of the state-space model, the local level model’s level component varies over time.
In the classical regression model, this component can be viewed as the intercept, however, in the state-space
model, the level component may differ according to specific time points. The local level model can be
formulated as (1).

Ve =M+ &, &~NID (O, Usz) 1)
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Uer1 = e ¥, Ye~NID (0, 01/2;) (2)

For t =1,...,T where u, is the unobserved level at time t, &, is the observation disturbance or irregular
component at time t and . is the level disturbance at time t. Supposed to be serially and mutually
independent, the observation and level disturbances are normally distributed with zero mean and variances &;
and ., respectively. We denote (1) as the observation equation, while (2) is known as the state equation. The
transition equation shows the fundamental values based on a random walk. &, is the noise from the
fundamental that is expected to be unrelated from any change experienced by u,. The signal-to-noise ratio of
variances, q = o2 /01,2,, measures the potency of fundamental value signal versus random deviation. Due to
this, the local level model can also be defined as random walk plus noise model [20].

Indicator saturation methods introduced by [9] is able to identify the presence of several outliers
happening at various locations, and unknown magnitudes. Moreover, a slight alteration to the model may
result to identification of various deterministic structural change formats [1]. In this section, we discuss IS
significantly. 11S is able to generate a full indicator variables set, e.g., for T number of observations, 1S will
create T indicators in the set of candidate variables. However, this method would not incorporate all
indicators as regressors to avoid perfect fit in general-to-specific modelling process. If all the indicators are
included, the model will have more regressors as compared to number of observations, T. This will lead to
degree of freedom deficiency [24]. The impulse indicators defined as {1=g} where {1n=g} equals to unity
when h=t and equals to zero otherwise forh =1, ..., T.

To illustrate the procedure, [25] and [26] used the split-half approach to integrate IIS into a
generated model y, = u, + ¢, for t = 1, ..., T where &, is normally and independently distributed with mean
zero and variance o2. Specifically, in the first half of the sample, T/2 impulse indicators are included in the
model which results to:

Ve =t + DB Iy (W) + &,  fort=1,..,T/2 ®)

where I, . (h) is impulse indicator vector and «, is the error term which e,~NID (0, 6). Meanwhile the other
half of the sample result to:

Ve = + XD B 1 () + &, for t=T/2,..,T @

The selected indicators at the chosen significance value, a are determined using the t-statistics value
in the first half of the sample. Location of significant indicators will be recorded. Then, T/2 impulse
indicator is added in the second half of the sample, T — T /2, after which the selection procedure is
performed repetitively to obtain significant indicators under the null hypothesis of no outlier. Finally, a
terminal model is obtained from joining together two sets of significant dummies. The selection of significant
indicators discussed above adheres to sequential selection where the non-significant indicator is dropped one
at a time at chosen significant level. Alternatively, there is another selection algorithm called non-sequential
selection. It works by dropping all non-significant indicators simultaneously at chosen a in every partition.
The retained indicators are significant indicators. This approach is always feasible if the number of
regressors, N equals to the number of observations, T. As mentioned, if the total number of regressors is
higher than the number of observations, N > T, we consider a cross block algorithm proposed by [27]. This
algorithm segregates all indicators into m blocks, and the selection algorithm is repeated. Hence, this gives a
total of m — (m — 1)/2 runs of the selection procedure. This approach was employed by [14] on the BSM
context. Inspired by their work, we integrated the IS approach in the local level model as in (5). We have
defined m as total blocks into which indicators are split, and T is multiples of m. Supposed that the size of the
blocks are similar, hence, the observation equation in (1) is extended to:

Ve = U+ Zﬁi/{?}fn)(hﬂm Pnlne(h) +&, fort=1,.,T (%)

where I, .(h) denotes IIS. Next, (4) is converted into state-space form together with (2). Hence, the data
generating process (DGP) in (5) can be represented in matrix notation as:

y=If+¢ (6)

where y and ¢ are vectors of T X 1. The term I is the I1S in matrix form with dimension T X T and B is the
matrix coefficient with dimension T x 1.
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Representation of 11S matrix for univariate time series as in [17] can be shown as:

Tl,f (T(l)’ 0;0, aee ,O)T
TZ,t (0’ T(l); 0, ...,O)T
73, = (0,0,7(1), ..., 0)"

(7

. = (0,00, ..., 7(1)"

where 7, = t(t) when h =t and zero for h # t. Assume that there is an outlier in the first block, b; with
unknown location, L; and magnitude of unknown outlier denoted as A. The DGP in matrix notation will be as
follows:

y=1IyBp, +Vv (8)

where I, = (74,74, ..., Tr/2) is denoted as 11S matrix and B, = (B4, B1, ...,,BT/Z)T is the coefficient vector
for the 1IS. Thus, the estimated coefficient for 1IS vector is obtained through ordinary least square (OLS)
estimation formulated as:

ﬁb1 = '1(1211171)_1&1111 + (I£1Ib1)_1IlT71£ (9)
= b+ (I5.1,) I} ¢

where b is the I1S vector of size T/2 X 1 which consists of value one at the location of outlier, t = L; and
zero elsewhere. The vector b is obtained when solving the expression (I,fll,,l)_ll,flrL1 showing the element
in b at Ls-th reflects the magnitude of outlier, A. The expected value and variance of estimator Bbl are Ab and

05(15111,1)‘1 are respectively obtained as shown in [17]. Then, the distribution of the OLS estimator in the
first block is:

B—ab~N(0,62(171,,)") (10)

Therefore, the significance testing in GETS modelling can be employed with standard t-test
statistics as shown in [16]. The significance indicator of 11S will retain in the model if the absolute value of t-
statistics is greater or equal to the critical value of the chosen significance level, |t3| > c,. On the other hand,

the impulse indicator will be eliminated if |t3| < ¢, or the t-statistics is close to zero. Then, the IIS procedure
in GETS modelling described in this section is repeated for the second block, b, and final terminal model.

3. RESULTS AND DISCUSSION
3.1. Monte Carlo simulations settings

Performance of the indicator saturation approach is measured using Monte Carlo experiments. A time
series is generated based on the DGP in (5) with initial values of components aj, = 0.0563 and 62 = 1. The
generated series were then added with additive outliers (AO). Firstly, we come out with a benchmark
simulation setting for the DGP and outlier detection procedure. Then, we consider various alternative settings
to investigate the robustness of the procedure. Every experiment involves 1000 replications. The following
are specifications for simulation settings for a reference DGP:

— Sample size T=240 observations, reflecting 20 years of monthly data.

— Locations of the AO are as: A single AO was positioned right in the middle of the sample, while double
AO were predetermined at the [0.25, 0.75] as a share of length T.

— Target size or significance level, a=0.001, 0.01 and 0.025 [13] defined a as the statistical tolerance of the
procedure to control the risk of inadvertently retain any irrelevant indicator. For example, a target of 0.01
for 1IS indicates that on average, for every 100 observations, we accept a maximum of single impulse
dummy that is not included in the data generating process.

— Size of an outlier is given as so where s is a positive integer and ¢ is the prediction error standard
deviation (PESD) of the series. As a reference to [14], we set 7¢ as benchmark value that determines the
size of an outlier. However, the size of outlier varies from 36, 50, 96 and 120.

Outliers detection in state-space model using indicator saturation approach (Farid Zamani Che Rose)
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— There are two searching algorithms applied in the simulations which are denoted as non-sequential and
sequential algorithms in selecting significant indicators. The former leads to 1-cut model selection, while
the latter leads to multi-path model selection [10]. An additional number of paths can be added by
increasing the number of m blocks of regressors as suggested by [17] to reduce the variance estimator and
increase the detection power of I1S.

— With regard to outlier detection procedure using 1S, the indicator variables are divided into two, four and
six blocks.

— The locations of AO also vary based on the share of the sample.

We decided to determine the appropriate size of AO in our Monte Carlo experiments using PESD

since we deal with multiple sources of disturbances in the structural time series. As mentioned, we denote o

as PESD of the steady-state innovation. It can be formulated as:

Ve =Y —EWelYeo1) = e — EQelYeot) + & (11)

where Y; = {y,_1,V¢_s, ..., y1}. Moreover, this approach is also consistent with [28] and [29]. Overall, we
measured the robustness of model based on few aspects which are number of observations, T, number of AO
added, values of target size, magnitude of AO, number of blocks estimation and locations of AO in the series.

3.2. Evaluating the performance of Monte Carlo experiment

The main goal of the Monte Carlo experiment is to gauge the efficiency of IIS in the local level
model. Therefore, we apply the concepts of potency and gauge to assess the performance of the outlier
detection procedure. Potency can be defined as the proportion of relevant indicator that remained in the final
model, while gauge is the proportion of irrelevant indicator that remained in the final model. Both concepts
are computed based on the retention rate denoted by:

~ 1 5 .

7= EZ?’Lll[ﬁU #0],j=1..,T (12)

potency = %Zi 7, jeR, (13)
1 ~ .

gauge = _—%;fj, j€Rr_p (14)

where M denotes the number of replication and n is the number of true outliers in a particular time series of
length T. Hence, let R,, and R;_,, be sets of time indices for relevant and irrelevant indicators in the model
respectively. Meanwhile, Blj denotes estimated coefficient in the impulse indicator and if I, . (h) is selected,
then the variable 1[f;; # 0] will take value one, where one means true and zero otherwise. We followed the
rule of thumb suggested by [30] to determine the value of target size « = min[0.05,1/T] in stock return
series. This will ensure the low gauge value below 5% of the sample, T or only one irrelevant indicator
variable is maintained in the final model. On the other hand, the concept of potency and gauge used in this
study can be illustrated as a confusion matrix as in [14]. However, the following confusion matrix only
summarizes the result of one Monte Carlo experiment shown in Table 1.

Table 1. Summary result of one Monte Carlo experiment
Predicted

Actual No outlier Outlier Total
No outlier w X M(T-n)
Outlier Y A Mn
Total W+Y X+Z MT

W and Z are known as true positive and true negative, denote numbers of correct decisions made.
On the other hand, X and Y, also known as a false positive and false negative, denote false decisions when
there is no outlier or one outlier, respectively. Hence, the potency is defined as the ratio of Z/Mn. Meanwhile,
the gauge is given by the ratio of X/[M(T-n)].

The potency and gauge values were tabulated in Tables 2 and 3 as a result of a non-sequential
searching algorithm adopted. It is evident that a variety of factors significantly contribute to retention rate, 7
when I1S approach is implemented. AO size plays a dominant role in retention rate. As examined closely,
changes in potency value about 50% is found to be more noticeable when the size of AO increased from 3¢
to 56. Meanwhile, the difference slowly reduces when the target size increases. However, as expected, the
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potency reaches over 90% as the size of AO increases more than 7, although with a small inaccuracy. On the
other hand, the gauge values clustered around the chosen a. This proves that the significance level is able to
control the risk of irrelevant indicators inadvertently retained in the final terminal model.

Table 2. Potency and gauge values when contaminated with single AO with different significant values using
non-sequential selection

2 blocks estimation 4 blocks estimation 6 blocks estimation

T=240 o 30 5o 76 9 120 36 5o 70 9¢ 120 30 56 70 9 120
Potency 0.001 187 719 942 988 100 187 635 942 935 99.8 137 719 936 982 99.9
001 456 886 985 999 100 436 737 985 100 100 46.6 882 97.7 99.6 100
0.025 581 787 961 100 100 56.6 827 992 999 100 564 928 991 99.6 100
Gauge 0.001 0413 035 044 045 046 018 025 045 011 004 033 049 007 0.05 0.01
001 113 124 118 111 102 103 099 098 014 058 106 1.07 064 035 0.33
0.025 027 046 052 288 258 309 279 233 104 139 279 257 199 197 1.02

Table 3. Potency and gauge values when contaminated with double AO with different significant values
using non-sequential selection
2 blocks estimation 4 blocks estimation 6 blocks estimation
T=240 o 30 5o 70 96 120 30 S50 70 9 120 30 So 7o 9 120
Potency 0.001 133 70.8 937 973 999 212 708 937 985 999 212 707 937 99.0 999
001 463 868 981 993 100 457 865 981 988 100 453 864 981 99.8 100
0.025 611 925 990 998 100 597 923 99.0 999 100 587 921 99.0 999 100
Gauge 0001 008 004 002 001 000 005 008 004 003 004 021 012 006 002 009
001 084 069 051 049 022 077 058 038 042 032 078 053 029 015 033
0.025 316 254 185 150 194 264 202 136 117 109 231 169 111 067 074

I1S also performed well in sequential selection, as shown in Tables 4 and 5 with the potency almost
reaches 100% for benchmark settings. When the size of AO increased from 3 to 5, the method is able to
improve its instant identification rate circa 50%. This shows that the IIS efficiency is highly related to the
magnitude of AO, as seen in [14], [17], [23]. Aside from that, total number of blocks, m is also a vital
criterion that affects the performance of IS to detect outlier even though there is a sequential selection
algorithm in the IS approach. Thus, we decided to simulate using two, four and six blocks for both series.
The number of blocks selected is based on [14] to minimize the risk of missing any essential structural
change if there are too many blocks used. We also discovered that one limitation of 11S is any additional
blocks, m more than ten will not lead to the detection of outliers in the sample observation.

Table 4. Potency and gauge values when contaminated with single AO with different significant values using
sequential selection

2 blocks estimation 4 blocks estimation 6 blocks estimation

T=240 o 30 So 76 9% 120 30 So 7o 9¢ 120 30 5S¢ 76 9% 120
Potency 0.001 19.7 756 97.6 99.8 100 211 739 97.6 99.8 100 234 77.8 98.0 99.6 100
001 501 925 99.7 999 100 47.0 924 997 100 100 48.0 927 99,5 100 100
0.025 642 967 100 100 100 595 955 999 100 100 60.9 964 999 100 100
Gauge 0.001 0.05 010 0.03 0.04 0.02 012 0.08 0.02 0.01 0.01 0.9 0.09 004 0.01 0.01
001 087 073 070 059 056 078 061 033 026 016 072 059 032 020 0.12
0.025 312 263 228 202 191 256 191 134 088 062 234 169 118 0.76 044

Table 5. Potency and gauge values when contaminated with double AO with different significant values
using sequential selection
2 blocks estimation 4 blocks estimation 6 blocks estimation
T=240 o 36 56 76 9¢ 126 36 56 7o 9¢ 126 36 56 76 9¢ 126
Potency 0.001 202 718 950 988 100 191 703 946 995 100 196 716 951 993 100
001 487 901 987 100 100 473 89.0 988 999 100 471 90.6 986 99.9 100
0025 640 945 993 999 100 617 933 994 999 100 605 931 995 100 100
Gauge 0.001 003 002 001 001 000 011 001 003 000 000 009 005 002 000 0.00
001 078 051 028 012 002 068 034 018 008 001 064 030 011 003 001
0025 283 178 107 057 017 224 138 074 033 008 193 109 052 0.22 0.5
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As examined closely in Table 6, we found symmetry pattern for potency values when the AO is
located in the sample observations. Performance of 1IS is affected by the location of AO where the potency
value is the highest when AO is located in the middle of the observation. The two outliers were located
together in the same sample half as suggested in [14] to allow immediate outliers detection. The idea behind
this is that the impulse indicators in the half sample cover all the outliers. Table 6 shows that overall gauge
values obtained are satisfactory because their values are less than 3%, which indicates that they are
tightly clustered around the chosen significance level. Higher target size will lead to too many retention
dummies [22]. Thus, this explains higher gauge values if we set a=2.5%.

Table 6. Potency and gauge values at different locations.

Location of single AO Locations of double AO
01 03 05 07 09 [0102] [0304] [0506] [0.7,0.8 [0.91]
Potency 952 972 97 961 944 95.3 96.6 97.0 95.8 94.3
Gauge 0.66 0.67 0.67 0.64 0.63 0.23 0.23 0.13 0.20 0.20

*Location of AO is given as a share of sample length, T

4. EMPIRICAL APPLICATION

This subsection will demonstrate the utilization of I1S to the stock return of the FTSE USA Shariah
index. The series consists of 142 closing monthly prices from October 2007 until July 2019. We aimed to
characterize any structural change such as recessionary period triggered by any financial crisis via indicator
saturation approach. The reference model used is the local level model, as mentioned in section 2. The selection
of target size or significance level is determined by 1/T = 0.0071. Section 3 shows the significance of total
number of blocks, m, on the study output or outliers detected. Thus, we decided to generate the results using
two, four, six and ten blocks, before combining all significant indicators in final terminal model. An interesting
pattern emerged when we examine the results of 11S tabulated in Table 7 and Figure 1.

Table 7. Outliers detected in FTSE USA Shariah stock return using 1S
Number of blocks, m
2 4 6 8 10
Jan-08  Jan-08 Jan-08 Jan-08 Jan-08
Sep-08  Sep-08  Sep-08  Sep-08  Sep-08
Jan-09 Jan-09 Jan-09 Jan-09 Jan-09

Apr-10

N 1] 20 40 60 80 100 120 140
™ | —— standardised refiduals
o B 1 1 T 1’1 i | I il Liv L] g 8 ane 10
bt et

(IJ 2]D 4‘0 6‘0 BID 10‘0 1;0 1‘;0
g —--;I' :éoeml- I('Zp'élf{hIZZZZZZIIIZZZZ ''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''

; 5 . .2 5 8

Figure 1. Results obtained from the impulse indicator saturation model. The uppermost figure portrays
observed (blue) and fits (red) time series, respectively. The central figure portrays the standardized residuals;
while the bottommost figure portrays the coefficient path together with the intercept and estimated 95%
confidence interval
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The dummy variables retained in the model are the same even though we vary the number of blocks,
m using sequential selection algorithm. Thus, we concluded that the outliers detected in January 2008,
September 2008 and January 2009 correspond to the recessionary period due to the world financial crisis.
This finding demonstrates that I1S is a useful approach to identify outliers in financial data as compared to
recent study using shariah compliant stock prices in Malaysia by [31]. This study differs from [31] research
that was prone to methodological inadequacies due to inability of Box-Whisker plot to handle non-stationary
data and to model the outliers detected. In addition, the box-whisker plot approach is not able to perform
significance testing to the outliers captured compared to 1IS in GETS modelling.

5. CONCLUSION

The presence of outliers in economic data may have pernicious effects on model estimation and
forecast accuracy. Hence, this study aimed to study the efficiency of IIS in identifying outliers using gets
package through Monte Carlo simulations. This study has shown that I1S is very useful in detecting outliers
in the state-space framework even though the level component varies over time. We explored several
variables that may influence the efficiency of the proposed method using Monte Carlo simulations. First, the
performance of 1IS relies heavily on the size of outliers. Then, the location of AO added have a significant
impact on the potency values. 1S procedure can easily identify the significant indicators if the outliers are
added in the same sample. Next, the number of blocks, m also plays a vital role to drive the performance of
11S. However, too many splits in the sample did lead to any detection of significant indicators. It is essential
to locate and quantify the economic shock that characterizes and model any structural break in the series
examined. Aside from that, the future works can also utilize the step indicator saturation (SIS) approach in
order to capture multiple structural breaks.
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