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Abstract 
With the rapid development of computer science and technology, network attack and defense has 

become an important research topic in the field of information security. Teaching on network attack and 
defense technology in universities and research institutions has a very strong experimental characteristic, 
but due to the special nature and the destructive characteristic of network attack and defense technology, 
it is difficult to carry out experiments. In this paper, we designed and implemented a parallel and distributed 
network security experiments platform on which experiments can be carried out through a web interface 
and network simulation scripts. We believe that it is also an excellent platform for teaching courses in 
operating systems and networking. The results of experiments in this paper show that the platform could 
provide the laboratory personnels with independent experimental environment, perfect experimental 
control functions, excellent data collection and analysis services, etc.  
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1. Introduction 

With the rapid development of computer science and technology, network security is 
becoming increasingly important in today’s internet-worked systems. With the development of 
internet, its use on the public networks, the number and the severity of security threats has 
increased significantly [1], such as worms, distributed denial of service, Trojan, etc. Processing 
resources of routers, servers and firewalls are limited, network attacks will result in a huge loss 
of network service providers, ranging from impaired quality of service to damaged physical 
equipments or even network paralysis [2]. And network attack and defense has become an 
important research topic. 

Many universities and institutions are very focused on information security training of 
technical personnels, and building their own network security teaching experiment platforms, 
which focusing on the understanding of network attack and defense, verifying the type of 
experiments and the passive defense. However, with the progress of network technology, 
network attack and defense trading off and taking turns, the original passive defense platforms 
couldn’t meet the need of the information security technology teaching [3]. On the other hand, 
due to network laboratory equipment is expensive, many university network security laboratory 
unwilling or unable to replace the new security laboratory equipments, resulting in the trainees 
cannot be hands-on experimental experience for a new type of intrusion, which is not conducive 
to the understanding and mastering of the latest technology in network security [4]. 

In this paper, we designed and implemented a parallel and distributed network security 
experiments platform on which several experiments can be carried out at the same time through 
a web interface and network simulation scripts. We believe that it is also an excellent platform 
for teaching courses in operating systems and networking. 
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2. System Design 
2.1. System Architecture 

Taking into account the special and destructive characteristics of network attack 
experiments, networks in the simulation platform designed in this paper are divided into two 
parts: Control Net (also as Ctrl Net) and Experiment Net (also as Exp Net), which are shown in 
Figure 1.  

 
 

 
Figure 1. System Architecture 

 
 

The design method of separating the control and experiment network makes the control 
flow and experimental data flow be independent of each other and do not interfere with each 
other. It gives the experiment personnels enough operating space, and at the same time, 
ensures the smooth transferring of control instruction from the Master to all the other nodes. In 
case of emergency, administrators can get the control of the experiment forcedly to prevent the 
platform from more serious damage, and the experiments on the platform would be with high 
reliability and controllability. 

The platform, giving researchers and experiment personnels a wide range of 
environments on which to develop, debug, and evaluate their systems, consists of a set of 
experiment nodes (Servers), a set of switches (Ctrl Switch and Exp Switch) that interconnect the 
nodes, a control node (Master), which is the most important part in the platform, a NFS Server 
and a data analysis server. Switches are used to interconnect the experiment nodes. 
Experiment nodes may be servers, personal computers or other devices, such as Intrusion 
Detection Systems, etc. Each experiment node has three network interfaces, one of which is 
connected to the control network and the other interfaces are connected to the experiment 
network. Control network consists of Master, Servers, Switches (Ctrl Switch and Exp Switch), 
NFS Server and Data Analysis Server. Experiment network consists of Servers and Exp Switch. 
The experiment network is further divided into two types according to the machine type: VM 
experiment network (VM Exp Net in Figure 1) and physical machine network (PM Exp Net in 
Figure 1). So, the platform can provide a combined simulation environment of the virtualness 
and reality for laboratory personnels. 

Master controls each network node apparatus, creates VLANs on the Exp Switches, 
and provides users with a Web-based experimental environment. Users could access the 
platform through the Internet, and complete the design of the experimental environment through 
the Web-based interface. The system will complete the environment structures according to the 
users’ settings. The experimental environment can be recorded and repeated. NFS server 
records all the experiment-related resources, such as experiment scripts, experiment 
procedures and experiment results, etc [5]. 

An experiment is specified using a network simulation file or a web interface. The 
control software on the Master server enables multiple, separate experiments to be 
simultaneously run on the platform. The software isolates experiments by assigning each 
experiment to one or more unique Virtual Local Area Networks (VLANs) that connect together 
the experimental interfaces on each experiment node either using simulated bandwidth-limited 
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(4)DB, all the data from data integration and analysis are stored in the DB. 
(5)Security event display module presents the results of the evaluation of the network 

attack in such as chart, graphs and other. 
The accuracy of the evaluation of the network attacks, to a large extent depends on the 

accuracy of the association rules. 
 
 

 
 

Figure 4. Architecture of the Assessment Analysis Module 
 
 
2.2.3. User Interface 

User interface provides an interactive interface for the users to access and control the 
testbeds. Resource application is used for users to apply resource from the system to set up a 
testbed and the administrator respond to the users’ requests. Testbed management is used for 
all users including administrator and teachers to manage the testbeds of their own. Analysis and 
evaluation is used to present the evaluation results of the network attacks.  
 
2.2.4. Management 

Each layer of the system contains the management module. Resource management 
consists of network topology management and node management. Node management is 
responsible for maintaining the node type information, adding new nodes, deleting the existing 
nodes and so on. Testbed management is responsible for swapping testbeds in/out, multi-
testbeds’ concurrency control and security isolation. Experiment management controls 
experiments to start or stop on the testbeds. User management manages the users and projects 
in the system, including user registration and authorization, project application, authorization 
and cancellation, etc.  
 
 
3. Results and Analysis 

The system designed in this paper consists of 82 Tianhe-1A servers and 312 
PowerLeader PT6510N servers (see section 2.2.1), 18 Cisco WS-C3750G-48TS-S gigabit 
switches including 9 Ctrl switches, 2 VM Exp switches and 7 PM Exp switches. 

With the platform under normal operating conditions, we setup and swap in 2 testbeds. 
The network topologies created by netlab-client of the 2 testbeds are shown in Figure. 5. Figure. 
6 shows the active testbeds running in the system right now. We can see that the two testbeds 
just created appears in the head position of Figure. 6. So this means that the system supports 
several testbeds running at the same time. 

In the system, we create a lot of operating system images, including multi-version of 
32bit and 64bit Windows Xp, Ubuntu, CentOS, Fedora and FreeBSD operating systems. We 
can quickly establish a user-specified network topology and physical network operating system 
on experiment nodes. Table 1 lists the average time of creating and swapping in a multi-node 
test bed. Data in Table 1 shows that the speed of establishing a large-scale network topology in 
the system could not be compared by live network. 
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Figure 8. Alarm/event   Figure 9. Sensors Event 
 
 

 
 

 

Figure 10. Network Traffic within 12 Hours Figure 11. Network Traffic within 10 Minutes 
 
 

 
 

Figure 12. Top 10 of the Attacked Nodes 
 
 

 
 

 

Figure 13. Top 10 of Attacking Nodes Figure 14. Top 10 Ports in using on Attacked 
Nodes 
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