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 Feature selection is a process of identifying relevant feature subset that leads 

to the machine learning algorithm in a well-defined manner. In this paper, a 

novel ensemble feature selection approach that comprises of relief attribute 

evaluation and hybrid kernel-based support vector machine (HK-SVM) 

approach is proposed as a feature selection method for network intrusion 

detection system (NIDS). A Hybrid approach along with the combination of 

gaussian and polynomial methods is used as a kernel for support vector 

machine (SVM). The key issue is to select a feature subset that yields good 

accuracy at a minimal computational cost. The proposed approach is 

implemented and compared with classical SVM and simple kernel. Kyoto 

2006+, a benchmark intrusion detection dataset, is used for experimental 

evaluation and then observations are drawn. 
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1. INTRODUCTION  

Now-a-days, network intrusion detection system plays an important role. Owing to the rapid growth 

in the use of web usage and other network services, these network services are prone to vulnerable and need 

to be provided with more security. Network intrusion detection system (NIDS) is one of the solutions that 

identifies and prevents the intruder from penetrating into the network and from doing any malicious 

activities. 

For the last few decades, most of the researchers are working in the field of NIDS and proposing 

and implementing their work on different benchmark datasets available. As these datasets are very big in size 

and provided ith diversified high dimensionality, most of the authors have proposed machine learning 

techniques not only for attack detection but also quick detection of intruder. Feature selection and feature 

reduction are some of the methods to choose subset selection of dimensions. Dimensionality reduction helps 

the NIDS in increasing the detection rates by eliminating those irrelevant features and also minimizes the cost 

of the detection system. 

Several machine learning techniques like decision trees, ada boosting, random forest, artificial 

neural networks, and SVM, are used as classifiers for predicting whether the request is an attack or a 

legitimate one. Among these classifiers, SVM is one of the prominent machine learning techniques that is 

used especially, if the problem domain is a binary classifier. Support vector machine (SVM) [1] is a 
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statistical learning based linear classifier introduced by Vapnik and team in 1990s. In order to solve the 

quadratic optimization problem, SVM algorithm maximizes the margin among the training data through 

linearly separable hyperplane. 

A hyperplane in a high dimensional space has the largest distance to the nearest training data points 

of any class which is known as the optimum separation hyperplane. SVM algorithm, along with non-linear 

characteristics improves the ability of generalization, solves the high-dimensional problems, detection rate 

and also provides a better solution for fault detection and prediction [2]. A kernel function is used in linear 

classifiers to solve non-linear problems.  

In SVM classification algorithm, kernel plays an important role that can be applied in SVM to 

convert original input space i.e., a high dimension space into a nonlinear mapping. The primary goal of any 

intrusion detection system is to identify attacks with highest detection rates. Apart from the detection rate, 

another requirement is quick detection i.e., minimization of the computational time is also important in NIDS 

[3], [4]. In the network environment, servers need to provide services with quick response to its clients. In 

this view, NIDS having high computational time, can not be adopted as a detection system for the servers. 

To fulfil these goals a feature selection method namely, relief feature selection model is used and a 

hybried kernel based SVM classifier (HKSVM) is adopted as a classifier. The objective of the proposed work 

is to develop an intrusion detection system [5], [6] using an ensemble approach along with relief feature 

estimator and HK-SVM to gain high accuracy and good computational times. 

The remaining paper is organized as stated. Section 2 gives a brief review of related work in the 

field of NIDS and SVM. Basics and dataset description is presented in Section 3. The proposed methodology 

is elaborately discussed in Section 4 and in Section 5 results. Finally, in Section 6, conclusions are derived. 

 

 

2. RELATED WORK 

For the past few decades, several researchers are working in the field of NIDS and also in SVM. 

There are developments in SVM as well as NIDS. This section discusses the related research work done by 

various authors in the area of NIDS using SVM [7]-[9]. Table 1 presents a brief description of various 

researchers along with the datasets are considered, and methodologies are adopted/proposed. 

 
 

Table 1. Related work 
Ref. 

No. 
Description 

[7] 
The authors of this paper proposed a methodology to improve the performance of the SVM using fusion of the genetic 

algorithm for the SVM. KDD 1999 dataset that is used to test their accuracy. 

[10] 
The authors of this paper suggested a hybrid genetic algorithm for SVR as its kernel function. 

The model was tested on temperature and load datasets and compared with different kernel methods. 

[11] 
The authors of this paper presents a mutual information gain based feature selection method for selecting feature subset and 

tested using LS-SVM classifer on the KDD1999 dataset. Accuracy, FP rate and other measures were considered. 

[12] 

The authors of this paper presents a detailed study which is provided on various feature selection algorithms in the field of 

intrusion detectin system. PCA, Correlation coefficient, and Fusion of Genetic Algorithm, were presented and tested on KDD 

1999 dataset. Detection rate and computational time were considered to compare the models. 

[13] 

The authors investigated the performance of two classification algorithms namely SVM and Artificial Neural Networks (ANN).  

Three parameters SVMs train, and run, an order of magnitude faster were considered and concluded that SVM is better than 

ANN for NIDS. 

[14] 
The authors of this paper studied NIDS datasets KYOTO 2006+. A Decision Tree algorithm (J48) was applied on this datasets 

and gained about 97% of accuracy 

 

 

Most of the works done by the researchers concentrated on a single kernel based SVM and feature 

selection algorithms which are also concentrating only on the detection rates. Very few authors have 

concentrated on the computational time which is very important for time critical problems like NIDS. The 

motivation of the paper is to develop an ensemble classifier using Relief feature estimator and a hybrid kernel 

based SVM for feature selection process that gives a good accuracy with the best computational time as well. 

 

 

3. RESEARCH METHOD 

This section presents the proposed methodology by providing the detailed description of the dataset, 

basic notations and concepts used, relief algorithm and finally, various performance metrics. 
 

3.1.   Proposed methodology 

The proposed methodology consists of three phases. They are data preprocessing phase, Feature 

Selection, Evaluation phase and result analysis phase. Figure 1 presents the proposed methodology. In the 
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data preprocessing phase, KYOTO 2006+ dataset is preprocessed. The preprocessing consists of two parts 

namely, i) data transformation and ii) normalization. 

Since SVM is a distance based classifier, it works on numeric data whereas KYOTO 2006+ dataset 

consists of non-numeric features. These feature values are transformed into numeric values. To avoid feature 

range influence on distance measure and other classification process, each feature has undergone 

normalization. The normalization technique that is applied in this experiment is min-max normalization. The 

formula is given (1), 

 

𝑥 ′ = (
𝑥−𝑚𝑖𝑛𝑋

𝑚𝑎𝑥𝑋−𝑚𝑖𝑛𝑋
× (𝑛_𝑚𝑎𝑥𝑋 − 𝑛_𝑚𝑖𝑛𝑋) + 𝑛_𝑚𝑖𝑛𝑋) (1) 

 

Where x and 𝑥′are actual and transformed values of feature vector respectively. 𝑚𝑖𝑛𝑋, and 𝑚𝑎𝑥𝑋 are 

minimum and maximum values of feature x and 𝑛_𝑚𝑖𝑛𝑋 and 𝑛_𝑚𝑎𝑥𝑋 are new minimum and new maximum 

values of the range for which the feature is to be normalized. After the completion of the preprocessing 

phase, the resultant data is stored as KYOTO-Norm that is supplied as an input for the Feature selection 

phase.  

In feature selection phase, a novel ensemble feature elimination method is proposed on Kyoto-norm 

dataset. The feature selection approach is given as follows: 

 
Algorithm 2: Feature Selection Approach 

Input           : KYOTO-Norm, normalized dataset 

Output        : Feature Ranking vector,  

                      List of feature Subset 

Step  1:  Features are assigned rank based on their relevance using Relief Attribute 

Estimation algorithm.  

Step  2:  The KYOTO-Norm then rearranged into KYOTO-Rank dataset by arranging all 

the features based on the Relief Attribute Estimation Ranking as specified in 

Algorithm 1. 

Step  3: A HK-SVM classifier is applied on the Kyoto-Rank dataset repeatedly after 

eliminating the least relevance feature at a time. 

Step  4:  For each iteration in step 3, classification accuracy and computational 

time are measured.  

Step 5: A feature subset is selected from the observation that yields the highest 

accuracy with less computational time. 

 

Finally, the results will be compared with the traditional SVM method. 

 

 

 
 

Figure 1. Proposed methodology FSHK-SVM 
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3.2.   Dataset description 

Kyoto 2006+, a benchmark dataset is used in this process. The dataset used in the proposed work is 

a real network traffic dataset that is known as Kyoto 2006+. It is helpful to implement intrusion detection 

methods. This dataset is collected from honeypots. The dataset was captured from November, 2006 to 

August, 2009. One of the advantages of Kyoto 2006+ dataset consists of recent trends of attacks that are 

generated with the help of honeypots. Kyoto dataset is available with 24 features, out of them 14 are derived 

from KDDCUP’99 dataset [15]-[17], and 10 more features are added that may be helpful in detecting the 

kind of attacks very effectively in the network. 

In the proposed methodology, implementation takes place only one day data set i.e., on 5th August,  

2009 consisting of 1,28,347 samples and 24 features out of which, 18 input features are selected because 

three features namely, IDS_detection, Malaware_detection and Ashula_detection are all considered as 

prediction features in support of class label [18]. Two more features are IP addresses for both source and 

destination that have extremely large range of values. Owing to the above reasons, these features are removed 

for the experiment. The resultant 18 input features that are used in this approach are listed in Table 2. 

The class label of this dataset is a three valued feature that defines whether the sample is an attack or 

a normal request. Those three values are {-2, -1, 1} to represent whether the request is an unknown attack, 

known attack or a normal respectively. The percentage of unknown attack samples is less i.e., about 0.7%, as 

it is difficult to predict unknown attacks. In order to make it simplified, binary classification is followed as 

known and unknown samples [19], [20]. The data set selected for this study is from the day 5th of the August 

2009, Kyoto 2006+ dataset. 
 

 

Table 2. Selevted features from kyoto 2006+ dataset 
Feature # Feature Name 

Feature1 Duration 

Feature2 Service 

Feature3 source_bytes 

Feature4 destination_bytes 

Feature5 Count 

Feature6 same_srv_rate 

Feature7 serror_rate 

Feature8 srv_serror_rate 

Feature9 dst_host_count 

Feature10 dst_host_srv_count 

Feature11 dst_host_same_src_port_rate 

Feature12 dst_host_serror_rate 

Feature13 dst_host_srv_serror_rate 

Feature14 Flag 

Feature15 Label 

Feature16 source_port_number 

Feature17 destination_port_number 

Feature18 Duration1 

 

 

3.3.   Relief algorithm  

RELIEF is an efficient feature ranking model evaluated based on the contextual information. Relief 

algorithm estimates feature quality for a specific task by computing dependencies among features. The basic 

idea of RELIEF approach is to estimate the quality of features according to how well their values distinguish 

between instances that are near to each other [21], [22]. 

 
Algorithm 1: Relief Feature Estimator 

Input   : D, the input dataset  

d(A,R,H/M) is the difference formula 

Output: F, Feature subset vector,  

             W, weights/Quality of the features 

 

Step 1: Initiate weights vector W to 0 for an attribute A in F 

Step 2: for each instance of D do 

   Step 2.1: Select R, a random instance of D 

   Step 2.2: find H, a nearest Hit and  

              M a nearest Miss for R 

   Step 2.3: for A = 1 to # attributes in D do 

       Step 2.3.1: W[A]:=W[A] - d( A,R,H)/m +d(A,R,M)/m 

   End for 

 End for 

end 
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The algorithm works like this, let a training dataset be D and F is the feature space of D. A random 

instance R from D is selected, then it picks up two nearest neighbors H nearest Hit and M nearest Miss, 

where H is from the same class as R and M is from other class. Now, the difference between these two 

classes are computed and added to the Weight Vector for each attribute of A. The difference formula is 

computed as follows: 

 

d(A, I1, I2) = 
V(A,𝐼1) – V(A,𝐼2)

max(𝐴)−min (𝐴)
 (2) 

 

where I1, I2 are two instances, and V is the value of an instance at attribute A, max(A), min(A) are the 

maximum and minimum values of the attribute A. 

 

3.4.   Kernel approaches: 

The accuracy of any SVM depends on the selected kernel and parameters provided to it. The hybrid 

kernel function that is proposed in this article produces good results. The hybrid kernel function of SVM 

algorithm is applied on a benchmark intrusion detection dataset and then the experiment is executed. The 

experiment results show that the proposed prediction method has better accuracy when compared with 

traditional SVM kernel approaches [23], [24]. 

A. Gaussian kernel 

An exponential decay function which is known as Gaussian kernel, is computed between a data 

point and each of the support vectors. It is similar to a weighted linear kernel. The maximum value of a 

Gaussian function is attained at the support vector that is uniformly decayed among all directions.  

 

𝑘1(𝑥, 𝑦) = 𝑒𝑥𝑝 (
−‖𝑥−�́�‖2

2𝜎2 ) 𝑓𝑜𝑟𝜎 > 0 (3) 

 

B. Polynomial Kernel 

Polynomial kernels are commonly used with support vector machines that specify the similarity of 

feature vectors in the dataset over polynomials of the original features. In a Polynomial kernel, K2 represents 

Feature Space’s inner product F [25]: 

 

𝑘2(𝑥, 𝑦) = (𝑥𝑇𝑦 + 𝐶)𝑑 (4) 

 

where x and y are inputs in the sample space, d is degree of the polynomial. 

The proposed hybrid kernel H(x,y) is derived from the summation of (1) and (2) as: 

 

H(x,y) =k1(x,y)+k2(x,y) (5) 
 

The following are algorithms for the proposed Hybrid Kernel based SVM for Intrusion Detection 

System. Algorithm 1 represents the classification approach and Algorithm 2 presents the proposed Hybrid 

Kernel function. 

Let the training sample set S = {(x1,y1),(x2,y2), (x3,y3)…..}, where xi ∈ R and its respective multi-

class labels yi ∈ { -2,-1, 1}. A non-linear mapping ϕ from original data to a high-dimensional feature space, 

therefore, it can be replaced with sample points xi and xj with their mapping ϕ (xi ) and ϕ (xj ) 

respectively[13]. 

K is the kernel function that xi, xj ∈R, satisfies the following equation: 
 

𝑘(𝑥, 𝑦) = {∅(𝑥), ∅(𝑦)} (6) 

 

where ϕ is a mapping from R to a feature space F, 

 

∅: 𝑥 → ∅(𝑥) ∈ 𝐹  (7) 

 

Hybrid kernel functions has excellent learning capability. In the design of any effective model, there 

are two essential parameters that influence SVM [26]. Among these parameters, the first parameter C is 

known as regularization parameter which defines the adjustment cost. This adjustment cost can be computed 

as the cost of minimization of training error and model complexity; and the second parameter is sigma that 

considers the non-linear mapping from the available input-space to the high-dimensional feature-space. The 

present work states additive function of both the Gaussian and polynomial kernels as a hybrid kernel 

function. 
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3.5.   Performance metrics 

Accuracy and computational time are considered as the performance measures for identifying the 

impact of feature subset on classifiers efficiency. A confusion matrix is calculated with the entries of true 

positive (TP), true negative (TN), false positive (FP) and false negative (FN) values. Where TP is the total 

number of correctly predicted normal samples, TN is the total number of correctly predicted attack samples, 

FP and FN the number of normal samples are predicted as attacks and number of attack samples predicted as 

normal respectively. 

  Accuracy is considered to be ratio of total number of testing samples correctly classified out of the 

total number of samples; 

 

ACCURACY =
TP+TN

TP+TN+FP+FN
 (8) 

 

 

4. RESULTS AND DISCUSSION 

The proposed model is developed in Java 1.7 on Intel core i5 processor, with 4 GB RAM and with 

Windows 7 environment. From the Kyoto 2006+, 70% is considered for the training set and 30% is 

considered as the test set. Figure 2 and Figure 3 present the computational time and accuracies of the EHK-

SVM classifier respectively, after each feature elimination after relief feature estimator. Table 3 gives 

accuries and computational times of two featue subsets with 11 features and 9 features and compared with 

the HK-SVM classifier with total number of featues. In Figure 2 and Figure 3, It is observed that the 

classifier EHK-SVM(11) is an ensemble Hybrid SVM classifier with 11 features and EHK-SVM(9) with 9 

featuers for both gain in computational time and accuracy are suggested. 

 

 

Table 3. Accuracy and computational time of the classifiers number of features in parenthesis 
Algorithm Accuracy Time in milliseconds 

HK-SVM (18) 92.51 27520 

EHK-SVM(11) 99.08 17562 

EHK-SVM(9) 92.48 15288 

 

 

 
 

Figure 2. Computational time of the EHKSVM for 

each iteration 

 
 

Figure 3. Accuracies of the EHKSVM for each 

iteration 

 

 

In Figure 4 and Figure 5, it is observed that the classifier EHK-SVM(11) is exhibiting highest 

accuracy i.e., 99.02% at 11 features. The computational time of the classifier is also less when compared to 

HKSVM with a total number of 18 features.  
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Figure 4. Accuracies of HKSVM, Ensembled-

SVM with 11 and 9 features 

 
 

Figure 5. Compurational time of HKSVM, Ensembled-

SVM (with 11 and 9) in milliSeconds 

 

 

From the above results the following observations were drawn.  

a) A HKSVM classifier with is a hybrid classifier that yields good results than the traditional SVM and 

SVM with kernel based classifiers is implemented along with Ensembled classifier with feature 

reduction approach.  

b) EHK-SVM(9) is also exhibiting good detection rate i.e., 92.48% almost as same as the accuracy of HK-

SVM (0.03% difference in accuracies) with more gain in computational time. 
 

 

5. CONCLUSION 

In this paper, an ensemble hybrid kernel based SVM is used as a feature selection approach that is 

implemented and tested on a bench mark dataset, KYOTO 2006+. The proposed method suggests 2 

scenarios, one with 11 features i.e., EHK-SVM(11) and another with 9 features i.e., EHK-SVM(9). It is 

observed that 11-feature scenario is giving highest accuracy which is a good scenario for a requirement of 

high detection rate whereas the 9-feature scenario gives a good gain computational time that is helpful in 

quick detection rate. The proposed EHK-SVM is compared to the existing models that uses the same dataset 

for evaluation and concluded the proposed approach exhibits better accuracy. Owing to these results, the 

proposed model can be used to implement in real-time environment of NIDS. Implementation of the EHK-

SVM on Real time dataset generated on NIDS is the future work of this paper. 
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