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 In the field of consumer science, customer facial expression is often 

categorized either as negative or positive. Customer who portrays negative 

emotion to a specific product mostly means they reject the product while a 

customer with positive emotion is more likely to purchase the product. To 

observe customer emotion, many researchers have studied different 

perspectives and methodologies to obtain high accuracy results. 

Conventional neural network (CNN) is used to recognize customer 

spontaneous facial expressions. This paper aims to recognize customer 

spontaneous expressions while the customer observed certain products. We 

have developed a customer service system using a CNN that is trained to 

detect three types of facial expression, i.e. happy, sad, and neutral. Facial 

features are extracted together with its histogram of gradient and sliding 

window. The results are then compared with the existing works and it shows 

an achievement of 82.9% success rate on average. 
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1. INTRODUCTION  

Facial expression recognition (FER) systems are currently advanced in terms of human capability in 

detecting and responding to facial expressions while interacting with each other. Several approaches are 

developed to detect consumer behavior levels to observe their satisfaction level [1], [2]. These approaches are 

used to develop applications mainly used in the airport, market, shopping mall et cetera. By observing 

customer’s facial expressions and analyzing them, the provider can offer the best service suitable for the 

customers. This research is motivated by the customer service complaints received, especially at the 

government offices, and no study has focused on analysing the sequence of facial expressions during the 

interaction at the customer service desk. 

Consumer’s feelings can be observed from their facial expressions. Through face-to-face 

communication, a service provider can find an affective state by using facial expressions. Many researchers 

have illustrated that facial expressions are an imperative marker of feeling [3]-[5]. Researchers have 

discovered that disappointed consumers always undergo negative emotions. Both complaint and non-

complaint consumers have experienced the same negative emotions that cause service failure [6]. In addition, 

the attempt at service recovery always fails if the service provider is unable to discover the negative emotions 

of the complainer. Seven-expression schema [7], [8] rarely occurs in garments shopping and therefore only 

three-expression schema is used. One of the examples in this field of work is Sentribute [9], which simplifies 

emotional analysis to positive, neutral, and negative. 

To observe customer interest through a specific product from their expression level, researchers 

develop robust FER systems using deep learning architecture such as convolutional neural networks  

(CNN) [10], [11]. CNN-based FER systems are developed to recognize customers' seven kinds of facial 
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expressions from a different perspective. In consumer science, customer emotional factors are classified into 

two main categories as positive and negative [12]. While observing a specific product by the customer, 

positive emotion envokes the customer to accept or purchase it [13]. This positive expression is observed 

from their happy expression. Besides, negative emotions by the customer more likely to reject the product. 

This negative expression can be observed in their sad expression. To analyze the customer facial expression 

by CNN network we choose only three expressions as happy, sad, and neutral. 

The existing method for facial expressions has some limitations. The two-dimensional (2D) 

appearance-based local approach for the extraction of intransient facial features and recognition does not 

contain enough feature points which results in an incorrect accuracy rate. Customers tend to act faster and 

change their expressions spontaneously. The effective way to understand the customer's needs is to analyze 

their spontaneous expressions. Moreover, it is important to analyze the sequence of facial expressions and 

relate them to the case events. Nonetheless, no study has focused on this area. 

The CNN-based FER system solved a lot of problems such as frontal faces, noise, and illumination 

issues. By implementing dropout and controlling overfitting, the CNN network becomes more robust [14]. 

The accuracy of the CNN network highly depended on the feature extraction technique and classifier. In most 

of the CNN-based systems, available classifiers such as support vector machine, bagging, etc are being used 

with some limitations [15]. To train the CNN network available facial expression dataset is being used. Due 

to the limitation of those techniques the CNN network accuracy rate was reduced. In the CNN network, the 

deeper network can help to improve the accuracy rate in the training process [16]. In the training process, 

each layer will learn from the possible input value from the previous layers. If the first layer captures low-

level features, then the next level will also capture low-level features. As a result, each layer of the CNN 

network is trained with low-level features which will reduce the accuracy level. To overcome this problem, 

more layers need to be added to the CNN network that will help to learn from various levels of abstractions. 

In our experiment, we applied multiple layers in the training process to improve accuracy.  

This paper presents findings from the spontaneous facial expression classification. Section 2 describes 

the related works in this field. We present data collection, data pre-processing, and our framework in section 3, 

followed by the experiment setting, results, and analysis in section 4. Finally, the conclusions are drawn. 

 

 

2. BACKGROUND 

Consumers always show their reactions while buying a product or experiencing a service. Usually, 

their reaction reflects satisfaction or dissatisfaction. In face-to-face customer service, it is hard to detect 

consumer feelings of like or dislike if they come from different countries and cultures [17]. An et al. [18], 

when showing dissatisfaction towards a product or service, the consumer who comes from eastern cultures 

shows negative emotions rather than raise their voice. Thus, the importance of understanding consumer 

expressions has received significant attention from researchers intending to reduce the failure rate  

of the company. 

Lu et al. [19] proposes a real-time automated recommender system for garments sales. The video-

based recommender (VAR) system is developed to observe the customer's emotions while trying the garment 

product in front of a mirror. With the help of computer vision techniques and customer preference, the 

system can predict the customer desired product based on their facial expressions also recommending the 

customer preference. The first step of this system is to capture the customer's reactions while trying or 

observing a garment product in front of the mirror, using a low-cost camera. The next step is to compare 

customer preference with the focal customer from an already known database. The last step is to recommend 

the customer various products based on their reviewing. The VAR system uses viola-jones [20] face detectors 

to detect a face in each frame. To achieve the best result, only frontal face image frames are selected and 

processed to the next steps. After detecting the face from each frame, the face is normalized in illumination 

and size which will be sent for feature extraction. The support vector machine (SVM) [21] classifier is used 

to classify facial expressions. The expression falls into three schemas as positive, negative, and neutral. The 

volunteers for this experiment were asked to enact each type of facial expression being happy, unhappy, and 

neutral three times while looking at the camera. Then they were asked to read the given sentence to capture 

their facial reaction naturally. The given sentence was purposely structured to trigger a specific reaction from 

the volunteers. In the last step, volunteers were asked to make a particular expression again. All the steps are 

recorded as a video clip. Each video clip was then extracted frame by frame and the best image of each 

expression was manually picked. The accuracy rates for positive, neutral, and negative are 88%, 81%, and 

68% respectively. 

Le and Vea [22] developed a customer facial expression system by using Kinect sensors. They 

proposed two models with two Kinect sensors V1 and V2. Those sensors can track facial appearance through 

a three-dimensional (3D) mask. The emotion labeling is conducted of the recording of customer facial 
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expressions every 5 seconds from their recorded video. If the customer expressions are not matched with 

their expected facial expression then they level this expression as “Others”. To evaluate the sensor 

performance four kinds of classifiers are being used such as Bagging, J48, random forest, and random 

committee. The highest success rate for both Kinect V1 and Kinect V2 is achieved using random committee 

with 93.09% and 87.44%.  

Nakano and Kato [23] developed a system to estimate customer expectation and satisfaction level 

using a three-dimensional CNN. From the customer's facial expressions and body motions, the system 

evaluates the expectation and satisfaction level of the customer. They introduced perception correction 

hypotheses (PCH) to evaluate the marketing from consumer satisfaction level. PCH conduct voting for 

customers’ expectation and satisfaction level by the histogram. The histogram uses marketing evolution as a 

class and customers number as a degree. The experiment of the proposed system provided 78.8% accuracy 

for customer expectation and 69.7% is obtained from the satisfactory result. 

Moulay et al. [24] used a patterns of oriented edge magnitudes (POEM) descriptor and SVM 

classifier to recognize a customer's facial expression. They focus on customer facial expressions on a specific 

product. The approach system is evaluated using Japanese female facial expressions (JAFFE) [25] data set. 

JAFFE data set consists of 213 images with seven basic expressions. The faces are taken from 10 Japanese 

models. Based on the different facial expressions, the dataset is divided into 3 classes: neutral, satisfied, and 

unsatisfied. The result obtained from this experiment is 98.39% for neutral, 98.5% for not satisfied, and 

97.05% for satisfied. 

Sandeep developed a model to detect customer facial expression by using neural network [26] on a 

VGG-16 architecture. The VGG-16 architecture [27] can process large-scale image recognition and extract 

features. S. K. Ramani [26], the CNN network is considered as the baseline of the system and it uses the 

Google cloud platform vision application programming interface (API) for facial expression detection which 

could also help to minimize the computational time for processing the images. To capture the corresponding 

expression a camera is attached with Rasberry Pi which records the customer's facial expression every five 

seconds. The input images are used to train the vision API and CNN model to classify images into seven 

expression categories. The softmax function is worked as an output layer in this network. After training the 

network, responses of the model will be stored in an array. Since weight is considered as a time-dependent 

function, the final weight will be used as the final score for the feedback. The score is then normalized in a 

range of -1 to 1. If the value is obtained as 1 then the result is considered as happy, if -1 then the person not 

happy with the service provided. On the other hand, if 0 is then considered neutral. 

To observe the performance of the proposed model, The M&M initiative (MMI) [28] database 

containing a series of videos of people showing emotions is used. 20 images are selected from each video by 

changing the timeframe to a single image by repeating over the variances by applying the highest filter from 

reducing the filter size until 20 frames are generated. Average accuracy of 86.6% is obtained. 20 most 

representative images are selected by minimal changes in the timeframe as a single image by iterating over 

the differences using a maximum filter with decreasing filter size until the input image frames are obtained. 

Lu et al. [19], a conventional computer vision technology is being used which is not capable of 

dealing with erroneous inputs and parameters. In the system, the customer preferences are calculated by 

matching the region of interest and grouped them into similar region expressions. Due to the limitation of the 

system, it only analyzes 10 frames for each second of 30 frames-per-second recording which produces 

erroneous inputs in this step. The errors produced in this stage cannot be resolved as a CNN network.  

Le and Vea [22], Moulay et al. [24], the systems are developed using a multiclass classifier. Since the 

systems are developed using a multiclass classifier, it requires more computational time in the training 

process. Nakano and Kato [23], a PCH classifier is introduced in the training process with a low accuracy 

rate. The model in [26] can process a large scale of data by using 3rd party API which is not customizable 

and needs to pay for each time training. 

 

 

3. RESEARCH METHODS  

3.1.  Data collection and pre-processing 

Images for three types of facial expressions (neutral, happy and sad) are collected in real-time. The 

main camera is placed in front of the subjects to enable the real-time recording of the facial expressions of 

the human face while they are observing a specific product. A digital camera is aimed directly at the subject’s 

face to observe their expression. The camera is paired with a linux-based operating system with 8GB RAM 

and Intel i5 Processor. The image sequences are recorded 30 frames per second. A total number of  

53 subjects participated in the experiment and recorded their three types of facial expressions. Each video is 

recorded between 10-12 sec. Then, a video containing a specific product slideshow is shown to the subjects 

as shown in Figure 1. The subject’s spontaneous expression is captured while they observed the products. 
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Figure 1. Data gathering setup  

 

 

The whole experiment was conducted with medium illumination and posed of the frontal profile so 

that the system can be evaluated in different conditions. In this experiment, only spontaneous expression was 

recorded which refers to low-intensity facial expressions. Our proposed model is developed using two 

different classifiers which are SVM [29] and Softmax [30]. These models are trained using the FER2013 

dataset and collected real-time facial expression images in happy, sad, and neural categories as shown in 

Figures 2 and 3. The FER2013 dataset consists of blurry images and some of the images are not aligned 

properly [31]. 

 

 

 
 

Figure 2. Data set examples–sad face 

 

 

 
 

Figure 3. Data set examples–happy face 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 22, No. 3, June 2021 :  1436 - 1445 

1440 

CNN is one of the class of artificial neural networks which have proven an effective and more 

efficient term in the area of image recognition and classification. In our experiment, we propose two models 

as CNN-SVM (model A) and CNN-Softmax (model B) as shown in Figures 4 and 5. Both models consist of 

a convolutional layer, pooling layer, rectified-liner fully (also known as ReLu layer), connected layer, and 

classification layer [32]. The only difference in the classification layers where model A uses SVM and  

model B uses SoftMax as the classifier. 

 

 

 
 

Figure 4. CNN-SVM (model A) 

 

 

 
 

Figure 5. CNN-SoftMax (model B) 
 
 

Convolutional layers are responsible to calculate the convolution spatially of a group of neurons 

along with filters that can be learnable [33]. The feature maps are created by calculating the dot product of 

the filter weights along with the input neurons that are responsible to pass to the next corresponding layer for 

computations [34]. Each layer is formed based on kernel size, depth, stride, and padding. The kernel size 

refers to the spatial size of the convolutional filter. Depth represents the depth of the filter; stride refers to the 

size of the slides across a local region of the input data and padding regulates the edged padded value. The 

pooling layer is responsible to decrease the spatial dimension of the input [35]. The process is obtained by 

performing a sliding window on a single depth slice. This technique is used to compute the average or 

maximum value of the dimensional location. The ReLu layer is responsible to remove the negative value 

from the input data and replace by the value ‘0’ [36]. In the fully connected layer, the neurons' spatial size is 

decreased to 1*1 matrix. The classification layer is responsible to measure the predicted probabilities and 

label them into respective classes. However, our model A uses a multiclass classifier SVM instead of the 

softmax function developed by Vapnik [37]. The output of the result will be translated into case  

y ∈ {−1, +1) as in [38]. 
 

 

min
1

𝑝
 ‖𝑤‖2

2 + ∁ ∑ max(0, 1 − 𝑦𝑖
′ (𝑤𝑇𝑥𝑖 + 𝑏))2𝑝

𝑖=1  (1) 

 

𝑆𝑛(𝑍) =  
𝑒𝑧𝑛

∑ 𝑒𝑧𝑖𝑁
𝑖=1

 (2) 
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In model B, the softmax function is implemented to classify the multiple classes. In this experiment, 

the softmax function is used because the softmax is well known normalized function to react with the blurry 

images rather than other standard normalization. In (2) refers the SoftMax function [39]. Once the CNN 

network is trained, our proposed system is tested with the trained CNN network and the results are as shown 

in Figures 6 and 7. 

 

 

  
 

Figure 6. Real-time facial expression experiment- 

sad face 

 

Figure 7. Real-time facial expression experiment-

happy face 

 

 

3.2.  Framework 

The proposed method is developed using the CNN network and trained using only happy, sad, and 

neutral images. The first step is image pre-processing which involves data augmentation and normalization as 

shown in Figure 8. The data augmentation involves scaling and rotation and the normalization process is to 

reduce the illumination and pose of the input image. The face is detected using Viola-Jones [20] algorithm 

detection then cropped and normalized as 64x64 pixels. Then the facial parts are extracted and resized as  

32x64 pixels. After the preprocessing step, the images are fed to the CNN network to classify the images into 

three categories as happy, sad, and neutral. The main concept of CNN is that it extracts facial information 

through its weight and field sharing process. The number of trained parameters is reduced in the sharing 

process and the propagation of image information through the layers are being calculated by convolution in 

the training process. In the last stage, the back-propagation algorithm is applied to those images which 

provide a maximum value of 1 to detect correct facial expression. We took the maximum number 1 for the 

expected expression and 0 for other expressions. These values are calculated in the final layer of the softmax 

function. In the testing phase, each input frame will be matched with the given trained CNN model to 

recognize the facial expression of the customer while observing the product. 

 

 

 
 

Figure 8. Overall framework 
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4. RESULTS AND ANALYSIS 

The face landmarks and histogram of oriented gradients (HOG) features are extracted and fed into a 

multi-class SVM and Softmax classifier. In our experiment, we implement facial landmark and HOG feature 

layers in both models. Table 1 shows the classification results for model A and model B. Based on Table 1, 

model B gives a higher accuracy result in comparison to model A in all experiments. The training time for 

the obtained result is 5021 seconds on core i5 and Linux-based operating system. Figure 9 shows the 

accuracy result of model A and model B. The x-axis represents the experiment type and the y-axis represents 

the accuracy rate of models A and B. Based on Table 1, model A's accuracy is slightly lower compared to 

model B by 4.5%. This result differs because in CNN overfitting issue and fully connect layer unable to 

extract the information from previous layers [30]. Besides, adding more features for each model can improve 

the accuracy rate. In our model B, one extra fully connected layer was added to improve the accuracy level. 

Based on Figure 9, we choose model B in the next experiment since it provides more accuracy than model A. 

The accuracy percentage is calculated by using (3). From Table 2, it can be concluded that the happy 

expression has the highest success rate which is 89% and the neutral expression which success rate is 84% 

and the lowest success rate is the sad expression which is 75%. 
 

 

 

 
 

Figure 9. Comparison between model A and model B 

 
 

Table 1. Classification result for model A and model B 
Experiments Model A Model B 

CNN  72.4% 73.5% 

CNN + Facial Landmarks 73.5% 74.4% 
CNN + Facial Landmarks + HOG 68.7% 73.2% 

CNN + Facial Landmarks + HOG + Sliding Windows 71.5% 75.5% 

 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

 
 

Table 2. Confusion matrix for happy, sad and neutral expression 
Facial Expression  Predicted 

Happy Actual True Negative - 6 False Positive-4 

False Negative- 2 True Positive-41 

Sad Actual True Negative - 12 False Positive-3 

False Negative- 10 True Positive-28 

Neutral Actual True Negative - 8 False Positive-5 

False Negative- 3 True Positive-37 

 
 

Table 3 shows the accuracy level of the customer's three kinds of facial expressions for different 

proposed models. Based on the table the available classifier is being used to classify the customer facial 

expression into different categories. Lu et al. [19], customer reaction is being observed to capture the 
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customer preferences and achieved success rates for positive, neutral, and negative are 88%, 81%, and 68% 

respectively. Nakano and Kato [23], the model is developed using the CNN network and achieved 78.8% 

accuracy for customer expectation and 69.7% for satisfaction. In their model, the PCH classifier was applied 

in their training process to obtain the result. Le and Vea [22], Kinect based customized feature extraction 

technique is used in their model. VGG-16 architecture is being used with a CNN-based feature extraction 

technique and achieved an average success rate of 86.6% [26]. In our proposed model, a fully multi-connect 

layer is applied in the training process with softmax function which helps the model to obtain its highest 

accuracy result from the given input and provide a success rate of 89 % as happy, 75% as sad, and 84% as 

neutral. Based on these results, it is proven that our proposed model has a better performance compared to the 

existing studies mentioned in Table 3. 
 
 

Table 3. Comparison between other models 
System Classifier Feature extraction Accuracy (%) 

A video-based automated recommender 
(VAR) system for garments [19]. 

SVM Local binary pattern (LBP) Happy-88%, neutral-
81% and sad 68% 

Potentiality of 3D convolutional neural 

networks to estimate customer 
expectation and satisfaction [23]. 

Perception correction 

hypotheses (PCH) 

CNN Based feature extraction Average accuracy 

level 69.7% 

A customer emotion recognition through 

facial expression using kinect sensors v1 
and v2 [22] 

Bagging, J48, Random 

Forest, and Random 
Committee 

Kinect based customized feature 

extraction. For sensor kinect v1 
using C# and kinect v2 using c++ 

Average accuracy for 

sensor V1  
Bagging-90.45% 

J48-88.54% 

Random forest-
91.87% 

Random committee-

93.089% 
Average accuracy for 

sensor V2  

Bagging-83.05% 
J48-79.38% 

Random forest-

85.32% 
Random committee-

87.44% 

Facial expression detection using neural 
network for customer-based service [26] 

Softmax CNN based feature extraction. Average accuracy 
rate 86.6% 

Proposed method Softmax Face landmark, HOG and sliding 

window  

Happy - 89 %, 

neutral - 84%, 
sad - 75%  

 

 

5. CONCLUSION 

The main purpose of this research is to recognize human expression in consumer science and 

compare it to the existing methods in the facial expression field of study. Currently, the system is limited to 

recognize only three kinds of facial expressions as happy, sad, and neutral. For future work, our studies will 

be extended to more expressions. In our experiment, we achieved 89%, 75%, and 84% accuracy results in 

happy, sad, and neutral expressions which can be improved by using a multi-class classifier in the  

training process. 
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