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 An extensive review of the artificial neural network (ANN) is presented in 

this paper. Previous studies review the artificial neural network (ANN) based 

on the approaches (algorithms) used or based on the types of the artificial 

neural network (ANN). The presented paper reviews the ANN based on the 

goal of the ANN (methods, and layers), which become the main objective of 

this paper. As a famous artificial intelligent model, ANN mimics the human 

nervous system in handling the information transmited by different nodes 

(also known as neurons) in this model. These nodes are stacked in layers and 

work collectively to bring about solution to complex problems. Numerous 

structures exist for ANN and each of these structures is designed to addressa 

a specific task. Basically, the ANN architecture is comprised of 3 different 

layers wherein the first layer rpresents the input layer that consist of several 

input nodes that represent the input parameterfor the model. The hidden layer 

is te second layer and consists of a hidden layer of neurons. The neurons in 

this layer are directly connected to the neurons in the output layer. The third 

layer is the output layer which is the models’ response layer. The output 

layer neurons have the activation functions for the calculation of the ANN 

final output. The connection between the nodes in the ANN model is 

mediated by synaptic weights. This paper is a comprehensive study of ANN 

models and their layers. 
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1. INTRODUCTION 

The currently existing ANN models allows for adjutment of the network behavior by altering the 

weights that connects the neurons to each other; however, the network designer is expected to set up the 

number of neurons, as well as the structural inter-neuron relationship which once designed, is sustained 

throughout the lifetime of the network [1, 2]. This is one of the constraints on the applicability of ANNs. 

“The ability to interpret and manipulate internal workings of neural network is a major breakthrough in the 

ANN theoretical research [3-6]. The author proves that most of the feed forward neural networks are 

functions; thus, many properties of functions can be applied to analyze neural network behaviors. Based on 

this proof, a graphical mapping technique was proposed to interpret the internal activities of ANN models. 

With this technique, it is possible to study the impact of noisy data on ANN modeling, and several key 

features of ANN models such as memorization, robustness, and sensitivity from the perspective of artificial 

neurons and their connection weights [7-10]. 
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The decision-making capability of ANNs is reliant on a set of weights as the weights serve as a store 

for important network information. Thus, it is important to ensure a careful selection of the network weights 

because the accuracy of the model decision is dependent on the detection of the optimal weight [11-20]. The 

aim of the training phase is to determine the optimal weight for the whole network and the training process is 

reliant on a set of rules. Several algorithms have been built for ANN weights adjustment based on specific 

measures [21, 22]. During the training phase, the weights are first assigned randomly before the estimation of 

each neurons output based on specified rules. Then, the weights are adjusted by repetitively matcing with the 

expected output until the optimal weights are reached. The learning frameworks can either be unsupervised, 

supervised, or reinforcement algorithm [23-25]. 

In this study, one of the key components is the sensitivity analysis that will be conducted using the 

ANN models. The aim of the sensitivity analysis is to examine the consistency of the models’ performance 

with known oil sands extraction behavior; it basically portrays the level of trust in the ANN model. The ANN 

models have been proven successful in areas where standard statistical linear regression models have failed 

to identify the existence of any form of relationship between the key input parameters from the extraction 

database [26-28]. 

This paper contributes the following: 

a) Review of previous studies on ANNs. 

b) Review of ANNs based on the goal and methods of the ANN methods.  

c) Benchmarkıng of dımensıonalıty reductıon methods for malware classıfıcatıon based on network 

behaviour. 

 

1) Supervised method  

The neural network system in a supervised method requires an external training phase; the network 

is presented with the expected output for each input and the network weights are adjusted by comparing the 

actual output with the expected output for each node [29-31]. The output error rate is progressively 

decreased; this process is repeated until the ANN output is close to the expected output. Backpropagation and 

Delta rule are the mostly used training instances for supervised learning method [32].  

 

2) Unsupervised method 

For this network, the learning phaseis not reliant on any external training phase in this method. The 

ANN model leads the learning process for the whole model based on specific criteria and such criteria is 

formed within the neural network without any external assistance [32]. 

 

3) Reinforcement learning method 

Here, the NN can learn its behaviours from the external world. It resembles the supervised method 

of learning just that the reinforcement learning method is dependent on less pre-information and does reies 

less on exactness of the output. However, the models’ output is considered as true or false [33]. 

 

4) Artificial Neural Network Models 

The ANN models consist of two models that form the main infrastructure of ANN. Figure 1 shows 

the ANN models. 

 

 

 
 

Figure 1. The ANN models 
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1.1.  Single layer perceptron (SLP) 

The basic ANN model is represented as a feed forward model. Single layer perceptron models are 

comprised of only the input & output layers as they lack the feedback process. Additionally, they lack a 

hidden layer in their structure but relies on supervised learning to determine the network output. They are 

typically used in solving simple problems that involve simple computations. The SLP model structure is 

depicted in Figure 2 [34-37]. 

 

 

 
 

Figure 2. The structure of SLP model 

 

 

1.2.  Multilayer perceptron (MLP) 

The difference between MLP and SLP is the presence of a hidden layer in MLP; hence, the MLP 

has three basic layers which are the input, hidden, and output layers. The number of hidden layers in the MLP 

varies. Figure 3 depicts the MLP structure [34]. 

 

 

 
 

Figure 3. The structure of multilayer perceptron (MLP) 

 

 

As a feed forward neural network, the MLP is commonly used to solve nonlinear problems. It 

allows one-way information flow through the network without feedback, meaning that there is no loop or 

cycle. A typical FFNN is made up of 3 layers and each of these layers contains some nodes based on the 

considered problem type. The input data is fed into the model via the input layer and forwarded to the hidden 

layer for onward processing. After processing the data by the hidden layer, the output us forwarded to the 

output layer to determine the final model result. The MLP model is normally trained using the 

backpropagation algorithm [38].  
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2. TRAINING PROCESS 

The following processes are involved in the overall training of the ANN model; the input data are 

weighed and fed into the model via the input layer; the data is forwarded to the hidden layer for the hidden 

layer neurons to produce the outputs by applying an activation function to the sum of the weighted input 

values. Then, considering the hidden layer-output layer connections, the resulting outputs are weighted [39]. 

The output layer generates the expected model results [40]. The expected learning is achieved by continously 

adjusting the interconnection weights of the network until the real neuron output matches closely with the 

target output neuron based on the training data. The variaton beween th actual and predicted outputs is called 

the error value. It is a difficult task to determine whether a network has been sufficiently trained in order to 

terminate the training process; this problem can be addressed a network calibration and this can be done in 2 

ways: (i) Checking the number of events that has occurred since the occurrence of the minimum error factor 

(usually between 20,000 – 40,000 for BPN); (ii) by calculating the calibration test interval (it regulates the 

convergence rate of the iteration processes). The test set is indirectly involved in the determination of the 

appropriate time to terminate network training [41, 42]. 

 

2.1.  Kohonen neural network 

This network is a self-organizing map network that can learn without the need for an output data. It 

exploits the clustering principle to separate data into identical categories. It consists of only an input layer 

and an output layer [43]. 

 

2.2.  Probabilistic neural network 

This network can train on few data sets; its training phase is so fast that it can be sufficiently trained 

in just one part of the training set. The PNN also clusters data into specific number of output categories as 

shown in Figure 4. 

 

 

 
 

Figure 4. Structure of back propagation network (BPN) with 3 hidden layers 

 

 

2.3.  Learning rules  

Various rules are available for learning ANN models; the aim of using these rules is to detect a 

given set of network weights. Some researchers rely on several learning rules (such as biological learning) 

while others focus on the evaluation of their perception of training. It is still more tedious learning ANN 

compared to the facilitation provided by the learning rules. Among the available common learning rules are 

The Delta Rule, Hebb rule, Hopfield rule, & Kohonen's learning rule [43]. 

a) Hebb’s Rule: This is a popular learning rule proposed by Hebb in 1949. The Hebb rule provides that 

when a node is fed by any other node within a network, and all the other nodes are active, these other 

nodes are are considered to have reinforced weights [44]. 
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b) Hopfield Rule: This rule determines the level of strengths and weaknesses. This rule provides that if the 

input & output for nodes interlinked to a common weight have a similar sign (active/passive), then, the 

weight should be increased/decreased by using the learning rate [44].  

c) Delta Law: Also among the commonest rules used in learning processes; it is also referred to as least 

mean square (LMS) learning rule. The aim of this law is to reduce the rate of error (delta) between the 

expected and actual outputs for each of the networks’ output layer neurons [44, 45].  

d) Gradient Descent Law: This is the commonest rule used for ANN learning; it is similar to the delta law 

but in this rule, the set of synaptic weights is updated by transferring the error rate through the network. 

This rule uses proportional constant in consideration of the learning rate that is effective on the set of 

weights [44]. Sometimes, training performance is improved by using different learning rates for 

different network layers. The specified learning rate for layers near the output layer is normally smaller 

in some neural network models compared to the specified learning rate for layer near the input [44].  

e) Kohonen Learning Rule: This rule was adopted by Teuvo Kohonen as a biological inspired approach. It 

is also called a self-organizing topology; its concept is based on the fact that the processing elements 

compete to improve their weights, with the best performing element in terms of the best output value 

being considered the learner that the close elements will learn from. However, this learner strives to 

keep the competitors from improving their own weights. The number of processing elements within the 

neighbourhood is varied during the learning phase and is usually kept low [44]. 

 

 

3. NNIDS-NEURAL NETWORK BASED INTRUSION DETECTION SYSTEM 

In this work, a system that depends on a novel approach for real-time traffic analysis was eveloped 

for the detection and classification of malware. The system was no developed to analyze the traffic itself but 

to extract the secondary data features that contains much information about the general state of the network 

[46]. The current system was built on a data set that has 90 dimensions which is more than the number used 

for DNN classifiers; hence, the accuracy of the analysis is ensured. The use of this large malware dataset to 

train the DNN makes i posible to detect malware in the dataset and malware that exhibit similar network 

behavior. This approach used two smaller dimensional DNN systems to detect malware; this reduced the 

computational power when compared to one larger dimensional DNN. Therefore, a a system for real-time 

malware monitoring can be developed. The acuracy and performance of four machine learning classifiers 

were also analyzed and determined; additionally, a heuristic prediction evaluation was performed [47]. 

 

3.1.  Archıtecture 

Figure 5 shows the overall structure of the proposed system. The data packets are captured by a data 

packet sniffier and transferred in the protected networks. The obtained data from the sniffier is first 

preprocessed with the analyzer to extracts the important data features. The DNN classifier is then used to 

analyze the set of saved features; the chances of the maliciousness of the data stream in the network is 

considered the output of the system. 

 

 

 
 

Figure 5. System overview 
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3.2.  Dual dnn malware detectıon and classıfıcatıon 

After extractng the 90 data features from the PCAP file, hey were fed into the DNN classifier which 

was built using the Keras framework [48]. This work proposed the use of two DNN classifiers; the first DNN 

classifier only determines the status of the trafic (normal or suspicious) and whe a suspicious activity is 

detected, the second DNN classifier will be required to further classify the trafic based on the malware 

dataset. As a multiclass classifier, the second DNN classifier strives to assign the name of already known 

malware to the input data based on the dataset it has been trained on. The chances of malware traffic 

belonging to any of the known malware are generated and they are helpful for heuristic detection [48, 49]. 

 

3.3.  Benchmarkıng dımensıonalıty reductıon methods for malware classıfıcatıon based on network 

behavıor 

Malware classification based on network behavior is an important step in the analysis for malware 

detection. The efficiency of this step is crucial for better performance of the IDS. the deep neural network (DNN) 

was the best option in terms of accuracy, but not in terms of performance. We propose two ways of increasing 

performance by reducing the dimensionality of the datasets and selecting the optimal features [50, 51]. 

 

 

4. ADVANTAGES OF ANN 

The robustness of the ANN a a prediction tool is attributed to its following capabilities;  

a) ANN makes a repid and confident prediction once a new dataset is presented to the constructed model. 

b) As data-driven models, ANNsdo not need a pre-knowledge of the data that they will be applied. 

c) ANN learns the data behavior by self-tuning its parameters in a manner that the trained ANN will 

accurately match the employed data.  

d) ANN can establish the hidden non–linear input-output data relationship and this is suitable for 

heterogeneous scenarios as commonly experienced in oil & gas reservoirs. 

e) ANN can accurately generalize over a range of input data owing to its self-adaptability. 

f) ANNs can raidly process data and serve as an easy way of applying an already existing model to a new 

system. 

 

 

5. CONCLUSION 

ANN has various structures and each of these structures is designed to address a specific task. There 

are three layers in the basic architecture of ANN (input layer, hidden layer, and output layer) and each layer 

has a dfferent function in the network system. The fnal output of the ANN is calculated by the neurons 

contained in the output layer as they have the activation functions required for this role. The connection 

between the nodes in an ANN model is mediated by the synaptic weights which are randomly assigned and 

updated during the learning period using any of the existing training algorithms. This study primarily aims to 

perform sensitivity analysis using the ANN models for the sake of examining the consistency of the model’s 

performance with known oil sands extraction behavior. It also provides a level of confidence in the 

performance of the ANN approach. Moreover, ANN models have been proven successful in applications 

were the standard statistical linear regression methods had not been able to identify the existence of the 

expected relationship between the major input parameters from the extraction database. 
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