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 IoT networks mostly rely on wireless mediums for communication, and due 

to that, they are very susceptible to intrusions. And due to the tiny nature, 
processing complexity, and limited storage capacities, IoT networks require 
very reliable intrusion detection systems (IDS). Although there are many IDS 
types of research available in the literature, most of these systems are suitable 
for wired network environments, and the benchmark datasets used for these 
research works are mostly relying on wired datasets such as KDD Cup’99 
and NSL-KDD. IoT and wireless networks are distinct in nature as wireless 
networks give more emphasis on the data link layer and physical layer. These 
concerns are not given much attention in traditional wired datasets in the 

body of knowledge. Therefore, in this research, an IDS system is developed 
using a newly available IoT wireless dataset (NaBIoT) in the literature with 
the datasets focusing much on the common IoT related attacks, and related 
layers are taken into consideration. The IDS system developed is evaluated 
by comparing with various machine learning algorithms in terms of 
evaluation metrics such as accuracy, F1 score, false positive, and false 
negative. Moreover, the IoT wireless dataset is compared against the 
traditional NSL-KDD datasets to evaluate the need for IoT wireless datasets. 

The NaBIoT datasets show its effectiveness in detecting wireless intrusions. 
Besides that, the simulation is performed with different combinations of 
features to conclude that certain features are primary in detecting attacks, and 
IDS does not require all the features to perform detection. This can reduce 
the detection time mainly for machine learning and creating the models. This 
research results have proposed some of the critically important features to be 
used and eliminating not such important features.  
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1. INTRODUCTION  

Wireless networks are becoming much more important nowadays due to the popularity of IoT 

networks. Among that, Wi-Fi and cellular networks are much promising communication mediums for IoT 

networks [1]. The security measure used in Wi-Fi is IDS, which is a detection system widely used for every 

network security infrastructure [2]. Wireless networks utilizing Wi-Fi and Cellular communications are one 

of the main pillars for IoT networks. IoT is a network that consists of physical or digital devices, smart cars, 

home appliances, and drones. that are embedded with electronics such as sensors. They can send, receive, 

https://creativecommons.org/licenses/by-sa/4.0/
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and share data without the help of a human [3]. IoT devices are very flexible, allowing them to be used in any 

sector. For instance, sensors can be installed in cities to collect data on road conditions which can be used by 

the traffic management system to monitor and analyze the traffic flow. The system will be able to adjust the 

traffic light according to the traffic, reducing the possibility of congestion. Therefore, IoT becomes very 

popular and has a major impact on the development of society. However, a wireless network is susceptible to 

malicious activities such as eavesdropping, the man in the middle (MiTM), denial of service (DOS), and 

malware. According to [4] new types of attacks have been discovered at an astonishing speed. One of the best 

tools to combat attacks in wireless network is IDS as it is the final line of defence in most of the defense-in-
depth systems.  

The intrusion detection system can be one of the best tools to mitigate attacks in wireless networks. 

An intrusion detection system can be designed by using machine learning algorithms to detect possible 

matched between a known traffic unknown traffics. There are various IDS systems in place, such as 

signature-based, anomaly-based, and others. Machine learning algorithms such as support vector machine, 

naïve Bayes, decision tree, and others are deployed to design an IDS in wired and wireless networks.  

 

 

2. PROBLEM STATEMENT 

One of the main research gaps exists in the IDS design for IoT is, although many machine learning-

based IDS have been proposed previously, the work relies traditionally on commercially available KDD Cup 

data and this dataset is not suitable for IDS in IoT as KDD Cup data is designed for traditional wired network 
attacks and it is very outdated. Moreover, IDS design for IoT has been researched by [5] by applying 

autoencoders to IoT network traffic for anomaly detection as a complete means of detecting attacks, but the 

authors could not conclude on the crucial features needed for detecting attacks. There is no unique work 

employing wireless datasets to design IoT IDS by using a wide range of IoT traffic data. A closer work to 

this is by [6], but the researchers have been focusing on KDD Cup data, which is not suitable for IoT IDS, as 

mentioned earlier. Our work uses a wireless dataset simulated using the IoT environment, and through 

simulation results, we can identify crucial features for detecting attacks and which combination of features 

gives the best performance. 

 

 

3. RELATED WORK 
A genetic algorithm-based IDS was developed by [7], which primarily relies on KDD datasets 

again. Another work by [8] has been developed using a support vector machine (SVM) as it generalizes the 

performances of the IDS using KDD cup datasets. There are many hybrid IDS techniques have been 

proposed whereby two different classification methods have been used for intrusion detection purpose. A 

work by [9] uses a combination of SVM and genetic algorithm for intrusion detection and feature selections.  

Network traffic is normally obtained either by using a wired or wireless medium. But the nature of 

these data differ because of because there are different attack vectors are targeted at both wired and wireless 

medium. According to [10] wired network is composed of an access medium that is well secured whereas 

wireless network requires airspace monitoring due to open medium of wireless networks. Most of the IDS 

work in the literature relies on KDD Cup ’99, its improved version of NSL-KDD, and Kyoto 2006+ datasets. 

Therefore there exists a huge gap in wireless IDS design whereby some wireless parameters are crucial when 
it comes to classification and detections. 

 

 

4. PROPOSED DETECTION METHOD 

The proposed work in unique in that simulated annealing based feature selection is done by having a 

combination of three random features at each round, and different machine learning algorithms are applied to 

each combination of features. The purpose of this combination is to identify the most suitable features 

required for intrusion detection, and this can greatly reduce the training and testing required and subsequently 

can reduce the detection time. The same method is also applied to traditional NSL-KDD Cup datasets as 

shown in Table 1, to compare the performance of wireless datasets with traditional wired datasets.  

In this experiment, NSL-KDD has been used for training the model since it is suitable for supervised 

models. As shown in Table 2, there are 4 types of attacks taken into consideration, which are DOS, probing, 
U2R, and R2L. DOS will utilise all the resources of the victim and would leave the victim unable to respond 

or process for any legitimate requests. Probing is normally scanning for open port to look for vulnerabilities 

and attack through these ports. In U2R a local user gets authenticated to super user mode without 

authorization. For the R2L, a remote device can get grant access to other devices without authorization, and 

the attacker gains access to the target machine [11].  
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Table 1. Attribute value type of NSL-KDD [11] 

 
 

 

Table 2. Mapping of attack class with attack type [11] 

 
 

 

The workflow of the system is shown in Figure 1. In this research, there are two types of dataset used to 

train the model, which is wired and wireless. The wired dataset, which has 41 features, was used to train the model 

is KDDTrain+ with testing dataset KDDTest+. Besides, for wireless datasets, it is from the NBaIoT dataset [12] 

consists of 115 features. For the NSL-KDD dataset, the top 10 features were calculated using ANOVA. The top 10 

features were used to train the model, and the precision, recall, f score, and accuracy was used to determine the 

performance of the model. Besides, 10 groups of random combinations of the top 10 features are used to train the 

model to get the accuracy score. Each of the group consists of 3 features from the top 10 features. NBaIoT dataset 

consists of two attacks, which are the Mirai attack and the Bashlite attack, which also known as Gafgyt, Q-Bot, 
Torlus, LizardStresser, and Lizkebab. Both of this attack is distributed denial of service (DDoS) attack which uses 

the internet of things (IoT) device as a botnet to perform this attack to a target. It is controlled by a botmaster to 

launch an attack. There are 5 different files in the Mirai attack, which are scan, ACK, SYN, UDP, and UDP plain. 

These 5 files are the attack the launch by Mirai attack. The scan is the file which consists of the packet the Mirai 

attack perform scanning for the vulnerable device in the network. In addition, ACK, SYN, UDP, and UDP plain 

consist of the packet that used to flood a target device. Bashlite attack is also one of the attacks in IoT, which is 

also performing DDoS attacks by using an infected botnet. In the Bashlite attack, it consists of 5 files, which are 

scan, junk, UDP, TCP, and combo. Similar to the Mirai attack, the Bashlite attack also consists of scanning 

vulnerable devices in the network. The wireless train dataset was created by combining the 5 files in Mirai attack 

and normal traffic, which is the benign traffic provided in the NaBIoT dataset. For the wireless test dataset, it also 

consists of 5 files in Mirai attack and benign traffic. On top of that, the wireless test dataset was also combined 
with 5 files in the Bashlite attack. 

The next flow is to have a feature selection of the independent feature. The algorithm that used to 

calculate the feature score is SelectKBest(score_func=f_classif, k=10). The function will calculate the top 10 

feature scores, and the parameter used as the score function is ANOVA (f_classif). The parameter k is the 

number of features that are needed as a result after the calculation of the feature scores. In this research, the 

top 10 features are needed. Therefore, the k value will be 10. The relevant features regarding a set of class 

labels were measured by ANOVA, and it is used for feature selection in various fields. Some works in the 

literature show ANOVA is a powerful statistic test. It can be used to rank individual feature relevance in 

supervised classification [13]-[14]. The top 10 feature score was calculated, and the order of the feature score 

starts from the highest to the lowest. In Table 3, the feature score, which has the highest score, is 

same_srv_rate, which has a score of 1.64e+05for NSL-KDD, and the feature that has the lowest score is 

count which has the score of 6.27e+04. Besides, the top 10 scores for NaBIoT dataset was also calculated by 
SelectKBest(score_func=f_classif, k=10). Same as NSL-KDD feature scoring, the function used is 

SelectKBest(score_func=f_classif, k=10), the parameter used in this function is ANOVA, which is the 
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algorithm to calculate the top 10 scores and k =10 which is the top 10 feature scores. In Table 4, the feature 

that has the highest scoring in NaBIoT is MI_dir_L0.1_weight with a score of 1.52e+04, and the lowest score 

in the top 10 is H_L5_weight which has a scoring of 2.18e+03.  

 

 

 
 

Figure 1. Workflow of this research 
 

 

The next process for this workflow will be selecting the independent feature after feature scoring. 

After feature scoring for independent features, the top 10 features were selected to fit into the model in order 

to train the model. Besides, 5 combinations of 3 from the feature were selected to train the model as sown in 

Table 5 and Table 6. 

 

 

Table 3. Top 10 Feature Scores for NSL-KDD Dataset 
Top 10 Features Score 

same_srv_arte 1.64e+05 

dst_host_srv_count 1.38e+05 

dst_host_same_srv_rate 1.17e+05 

logged-in 1.15e+05 

dst_host_srv_serror_rate 9.46e+05 

dst_host_serror_rate 9.31e+05 

serror_rate 9.25e+05 

srv_serror_rate 9.13e+05 

flag 7.48e+05 

count 6.27e+05 

 
 

Table 4. Top 10 Feature Scores for NaBIoT Dataset 
Top 10 Features Score 

MI_dir_L0.1_wieght 1.52e+05 

H_L0.1_wieght 1.52e+05 

MI_dir_L1_wieght 6.01e+05 

H_L.1_wieght 6.01e+05 

MI_dir_L0.01_wieght 3.11e+05 

MI_L0.01_wieght 3.11e+05 

MI_dir_L3_wieght 2.89e+05 

H_L3_wieght  2.89e+05 

MI_dir_L5_wieght 2.18e+05 

H_L5_wieght 2.18e+05 

 

 

 

 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

A comparative analysis on traditional wired datasets and the need for wireless… (Teh Boon Seong) 

1169 

Table 5. Different combinations of features 

 
 

 

Table 6. Combination of NaBIoT dataset 
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5. SIMULATION & RESULTS 

In this research, the input for the model is numerical input, and the output of the model will be 

categorical output. Therefore, ANOVA is the feature selection algorithm that used to measure the top 10 feature 

scores in this research. ANOVA is an algorithm that is based on a f-test that has a f distribution under the null 

hypothesis. The existence variance among numerous population means can be determined by ANOVA, which 

is a statistical technique. It is used to differentiate whether it has a difference in two or more datasets that are 

statistically important. The model uses numerical variables as the input, which is either integer variables or 

floating-point variables, and the output of the model is categorical variables, which are Boolean variables. The 
output of the model is either 1 or 0, which is an attack or normal. Several advantages can achieve in feature 

selection. It reduces overfitting to the model. In other words, there is lesser chances that when the model is 

making a decision it is based on the redundant data or noise. Besides, feature selection also increases the 

accuracy of the model if it is able to find the optimum number of features to fit into the model. This is due to 

there is less noise in the data, which has the possibility that it will mislead the prediction. The last advantage that 

is able to obtain by feature selection is reducing training time. For example, in this research, the machine 

learning algorithm that takes the longest time is the support vector machine. If all of the features are fitted into 

the machine learning model, it will be taking too long to train the model. After feature selection is done, the 

training time for support vector machine decreases as compared to all of the features fit into the model. The 

combination of 3 is randomly selected from the top 10 features of the dataset.  

A comparison between NSL-KDD and NaBIoT was conducted. First, the accuracy between 

different combinations of features for NSL-KDD was compared. Figure 2 shows the accuracy of a different 
combinations of features for NSL-KDD dataset. The highest accuracy is combination C from support vector 

machine classifier. The algorithm SVM has the highest accuracy among all of the combinations and 

classifier, it has an accuracy of 0.748. The combination contains 3 important features, which are serror_rate, 

srv_error_rate, and flag. Serror_rate is the percentage of connections that activated the flag s0, s1, s2, and s3 

among the connection in the count. Srv_error_rate is the percentage of connections that activated the flag s0, 

s1, s2, and s3 among the connections in srv_count. The flag is the connection status, it is either normal or 

error. The combination that has the lowest detection accuracy is combination C from naïve Bayes. It has only 

a detection accuracy of 0.574. 

 

 

 
 

Figure 2. Accuracy of different combination of features (NSL-KDD) 

 

 

Figure 3 shows the accuracy of different combinations of features for the NaBIoT dataset. The 

highest accuracy in NaBIoT dataset is 0.959, which is a combination B from the support vector machine 

classifier. The combination has 3 important features that contribute to such high accuracy. The involved 

features are H_L1_weight, MI_dir_L0.01_weight, and H_L0.01_weight. H_L1_weight is the weight of the 

stream of summarizing the packet from the following host’s packet (IP) in the time frame L1. 

MI_dir_L0.01_weight is the weight of the stream of summarising packet from the following host’s packet 

(IP+MAC) in the time frame L0.01. H_L0.01_weight is the stream of summarizing packet from the flowing 

host’s packet (IP) in the time frame L0.01. The combination that gives the lowest detection accuracy is 
combination B from the support vector machine. Therefore, feature selections give a certain degree of 

contribution in order to increase the accuracy of the model. In addition, the accuracy of the support vector 

machine from NaBIoT was compared with a related work which is done by [15]. The datasets used in the 

related work is from the Cyber Range Lab of the Australian Centre for Cyber Security. The detection 

accuracy for support vector based detection in the related work is 0.880 while the accuracy for support vector 

machine from NaBIoT dataset in this research is 0.959. A different dataset is used to train the support vector 

machine classifier.  



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

A comparative analysis on traditional wired datasets and the need for wireless… (Teh Boon Seong) 

1171 

In addition, the performance matrix of the combinations and classifier for the NSL-KDD dataset 

was measured in a false positive rate, as shown in Figure 4 and the true positive rate shown in Figure 5. The 

lowest false positive rate among all of the combinations is combination C from naïve Bayes, which has a 

score of 0.00536. The highest true positive rate among all of the combinations is combination A from naïve 

Bayes, which has a score of 0.579. Although both of this combination from naïve Bayes gives the best result 

in false positive rate and true positive rate. But it does not give the best result in accuracy, which has been 

discussed. In terms of overall, combination C from the support vector machine has the most balanced score. 

For combination C from naïve Bayes, it does gives the best result in a false-positive rate but the performance 

for true positive rate is only 0.256 and with an accuracy score of 0.574. For combination A from naïve Bayes, 

it does give the best result in the true positive rate, but the performance for false positive is only 0.0601. With 
the comparison in terms of overall in accuracy, false-positive rate, and true positive rate. The best 

combinations that perform the best is combination C from support vector machine, which has a score of a 

false positive rate of 0.00834, a true positive rate of 0.563, and an accuracy of 0.748.  

The performance matrix for combination and classifier for the NaBIoT dataset was measured in a 

false positive rate shown in Figure 6, and the true positive rate shows in Figure 7. The lowest false positive 

rate among all of the combinations of features is combination C from naïve Bayes classifier, which has a rate 

of 0.059. The highest false-positive rate positive rate among all of the combinations is combination E from 

the support vector machine, which has a score of 0.295. The classifier that performs the best among all of the 

combinations is a support vector machine classifier, which has a score of 0.965. Among all of the 

combinations, combination B from the decision tree gives the lowest true positive rate, which is 0.891. 

 
 

 
 

Figure 3. Accuracy of different combination of features (NaBIoT) 

 

 

 
 

Figure 4. False positive rate for different combination of features (NSL-KDD) 

 

 

 
 

Figure 5. True positive rate for different combination of features (NSL-KDD) 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 22, No. 2, May 2021 :  1165 - 1176 

1172 

 
 

Figure 6. False positive rate for different combination of features (NaBIoT) 
 

 

 
 

 

Figure 7. True positive rate for different combination of features (NaBIoT) 

 

 
The f1 score is compared in both of the datasets, as shown in Figure 8.  

 

 

 
 

Figure 8. Comparison of F1 score 
 

 

In NSL-KDD datasets, the combination and classifier algorithm that gives the highest f1 score is 

combination C from the support vector machine, which has a score of 0.718. The combinations of features that 
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contribute are serror_rate, which is the percentage of connections that have activated the flag s0,s1,s2, or s3 

among the connections aggregated in the count. The second feature in the combination is srv_serror_rate, which 

is the percentage of connections that have activated the flag s0,s1,s2, or s3 among the connections aggregated in 

srv_count. The last feature in the combination is a flag which is the status of the connection. It is either normal 

or error. The lowest among all of the combination is combination C from naïve Bayes. It only has a score of 

0.406. In the NaBIoT dataset, the highest f1 score among all of the combinations is combination B from the 

support vector machine, which is 0.977. The first feature that contributes is H_L1_weight, which is the weight 

of the stream of the summarize packer from the following host’s packet (IP) in the time frame L1. The second 

feature is MI_dir_L0.01_weight, which is the weight of the stream of the summarize packet from the following 

host’s packet (IP+MAC) in the time frame L0.01. The last feature in the combination is H_L0.01_weight, which 
is the weight of the stream of the summarize packet from the following host’s packet (IP) in the time frame 

L0.01.  

 

 

6. DISCUSSION 

After the F1 score of the compared, the chosen combination and classifier algorithm from both datasets 

is a support vector machine, as shown in Figure 9. The false-positive rate in support vector machine from the 

NSL-KDD dataset is 0.00834, which is lower than the support vector machine from NaBIoT, which is 0.0923. 

The true positive rate for support vector machine NaBIoT has a score of 0.959, which is significantly higher 

than NSL-KDD. The accuracy score for the support vector machine from NaBIoT is higher than the support 

vector machine from NSL-KDD. The accuracy score of the support vector machine from NaBIoT is 0.959. The 
third performance matrix to compare with recalls score. The recall score for the support vector machine from 

NaBIoT is significantly higher than NSL-KDD. It has a score of 0.965. The precision score for NaBIoT is 

higher than NSL-KDD. The highest precision score is 0.990, which is higher than 0.989. The F1 score is the 

final performance matrix that measured in this research. The f1 score for NaBIoT is higher than NSL-KDD, 

which is 0.977. Among all of this comparison, the support vector machine from NaBIoT has a performance 

matrix that is higher than NSL-KDD. In addition, these datasets are used in a different perspective for several 

other researches, few of them are such as [16]-[21]. Most of the researches use for the Internet of Things or its 

closely related application of wireless. Furthermore, the wireless sensor network and IoT datasets were being 

used by the [22]-[24]. The few of the older datasets were used by the wireless sensor networks [25]. The 

researcher in review [26] elaborate more IoT related IDS datasets issues and challenges.  

 

 

 
 

Figure 9. Comparison between NSL-KDD and NaBIoT 

 

 

7. CONCLUSION 

The main focus of this research is to identify the best datasets for wireless IoT IDS. A comparison 

was made between NSL-KDD and NaBIoT dataset with various machine learning algorithms. Besides that, 

with the simulated annealing approach with different combinations of features, the most prominent features 

necessary for IDS are identified. The dataset that performs the best in detecting normal traffic and attack 

traffic is NaBIoT. The highest f1 score among all of the combinations and classifiers is combination B from 

the support vector machine classifier. It has a f1 score of 0.977, an accuracy of 0.959, false positive rate of 

0.0923, and a true positive rate of 0.965. The feature that is involved in the training of the model is 

H_L1_weight, MI_dir_L0.01_weight, and H_L0.01_weight. In the future, researchers in a similar domain 

can consider using NaBIoT datasets for IDS design in wireless networks and focus on the purposed best 

features to reduce the detection time whilst improving the detection accuracy. 
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